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v1.0

1 PURPOSE OF THE DOCUMENT

This document explains how to create a virtual 2 node SQL Server cluster using
VMWare Server 2.0.1, Windows 2003 Enterprise 32bit and SQL Server 2008
Enterprise 32 bit (you may use 64 bit if your hardware supports it). For the purposes
of this document the following apply;

Fail-Over A Microsoft Cluster implementation method

SSMS SQL Server Management Studio

T-SQL Transact_SQL (the native SQL Server command language)

MSCS Microsoft Cluster Services. The underlying technology for SQL
Server Fail-Over clustering

NIC Network interface card

Virtual Server
Name

A unigue computer name in the domain. During fail-over this
computername is passed from one node to another

Virtual IP Address

A unique IP Address in the network. During fail-over this IP
Address is passed from one node to another

NOS Operating System

Node A host which participates in a cluster

Quorum The centralised repository used by MSCS

Heartbeat A segregated private network for communication detection between
nodes

Active\Passive A cluster configuration which involves an active node and a passive

node. The passive node becomes active on Fail-Over.

1.1 AUDIENCE

The document is intended to be accessible by Support representatives expressing a
wish to learn more about Windows\SQL Server clustering with a view to supporting
the SQL Server application under this platform. It is not expected that the reader is
familiar with the Windows operating system and MSCS.

2 CLUSTERING BRIEF OVERVIEW

MSCS involves 2 or more computers (they don’t have to be physical you can use
virtual machines too) configured into a cluster relationship, however they do all have
to use the same NOS (i.e. Enterprise or Datacentre). This technology requires a
central, shared storage (it cannot exist on the machine itself). Clusters use Virtual
Server Names and Virtual IP Addresses to create a reference for the network
connection to the clustered application. For example SQL Node 1 has a
computername of S-DBA-SQL-P01 and IP Address of 10.20.0.120. SQL Server
instance, INST1 has a virtual network name of S-DBA-SQL-C03 and IP Address of
10.20.0.126. All network calls to the SQL Server instance 1 are made through the
virtual server name and IP address, not the Nodes actual name or IP Address. During
fail-over this virtual name is de registered and re registered and along with the IP
address passed to the partner Node like a ticket, re directing network calls to the new

Node.
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3 CREATING THE WINDOWS CLUSTER

3.1

To re create storage scenarios you will use FREENAS to deploy a virtual SAN. The first
steps in this article, install and configure the VMWare Server hypervisor and then the
FreeNAS SAN virtual machine.

INSTALL & CONFIGURE VMWARE SERVER

Note: For this to be workable you must have sensible hardware
available. You will need a multi socket, multi core machine and
plenty of RAM and disk space.

Install VMware Server 2.0.1 and then ensure you add your Windows\domain account
to the following local group on your pc

__vmware__

Login to the Vmware Server console supplying your Windows\domain account and
password, you see the following;

@‘C A \g https:/] -35918:8333/uif# {e:"HostSystem|ha-host" - {t:true,i:0FF “\@Cemﬁmle Error ‘ 42| | | i i

Eile Edt View Favorites  Tools  Help

— - - »
W [@VMW&VE Infrastructure Web Access ] I - B - & - [Ghpage - ook -

il VMware Infrastructure Web Access

Application Virtual Machine Administration ‘ 0N R @ |

Help | Virtual Appliance Marketplace | Log Out

Inventory 0 95918 =
Summary | Virtual Machines| Tasks | Events| Permissions|
General | [commands &
[ Hostname 95918. & Create Virtual Machine
Manufacturer Dell Inc. Add Virtual Machine to Inventory
Model Optiplex 745 Add Datastors
Configure Options
@ Processors Intel(R) Pentium(R) D CPU 3.40GHz Edit Hest Settings
L cru Edit Virtual Machine Startup/Shutdown Settings
Refresh Network List
Usage || 1525.00 MHz
VMware Tips =1
Memory 19868
Usage | 798 MB
Datastores [
Name. Capacity Free Space Location
standard 137.3 GB 118.12 GB C:Wirtual Machines\
< | | upgrade to VMware Infrastructure at a price you can
Netwarks Ll | 1mprove server utilzation and get higher perfarmance
Name. Vhnet Type
Bridged vmneto bridged
HostOnly vmnett hostonly
NAT vmnets nat
< | &
< >
Task Target Status Triggered At Triggered by Completed At
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Open the VMWare “Manage Virtual Networks” option from the Start menu and go
straight to the “Host virtual adapters” tab as shown below.

Add a new virtual adapter for VMnet2 and VMnet3 then click “Apply”

=+ Virtual Network Editor

Summary | Automatic Eridging | Host virtual Metwork Mapping  Host Virtual Adapters ]DHCP | mar |

The list below shaws which virtual networks have host virtual adapters - virtual Ethernet
adapters that allow the hast computer o connect ko the nebwork,
Metwork Adapter Yirtual Metwork | Skakus
BEEurware Network Adapter YMnet1 YMnetl Enabled
BB vMware Network Adapter YMnets YMnets Enabled
| | |

Now go to the DHCP tab and remove any DHCP assignments (click each item and
remove) the click “Apply”.

=+ Yirtual Network Editor

Summary ] Autarmatic Bridaing ] Host Yirkual Metwork Mapping ] Host Virtual Adapters  DHCP INF\T ]

D Use this page to configure the Dynamic Host Configuration Protocol settings For individual wirtual
= networks as well as control the DHCP service,
DHP
Wirtual Metwork Subnet Metmask Description
WMinetl 192,168, 1, 0 295,255,255, 0 vrmnetl
WMnetz 10, 10,10, 0 285,255,255, 0 wneks
YMnets 192,168,140, 0O 295,255,255, 0 ymnets
| |
DHCP service
Service skatus: Started Skark
Service request: Skop
Restart

(0] 4 | Cancel | | Help |
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Go to the “Host virtual network mapping” option and change the subnets to be used
for VMnet 1, 2 & 3. Do this by clicking the arrows (indicated) and selecting “Subnet”
from the pop-up menu

% Virtual Metwork Editor

Summary | Automatic Bridging  Host Virtual Network Mapping | Host Wirtual Adapters | DHCP | MAT |
T@ Use this page ko associate individual wirtual networks to specific physical and virtual netwaork:
o adapters as well as change their settings.
WMnetd: | Bridged to an automatically chosen adapter j j
YMnetl: |ﬂﬁ Wi ko host j j\.
YMnetZ: |EE ¥M Heartheat j j\. \
WMnet3: |HF Whware Metwork Adapter WMnet3 j _ \
YMnetd: | Mok bridged j ﬂ \
YWMnets: | Mok bridged j ﬂ
WMNEts: | Mok bridged j ﬂ
WMNEtT: | Mok bridged j ﬂ
WMnets: |HF Whware Metwork Adapter WMnets j ﬂ
YWMnet3: | Mok bridged j ﬂ
O Cancel Apply | Help |

For VMnetl set the IP address to 192.168.1.0

Subnet b—q

IP Address: | 192 . 163 . 1 . O

Subnet Mask: | 255 . 285 ., 255 . 0

Cancel

For VMnet2 set the IP address to 10.10.10.0

Subnet D_<|

IP Address: | m .10 .10 . 0

Subret Mask: | 255 . 255 ., 255 . 0

Cancel
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For VMnet3 set the IP address range to 192.168.93.0

Subnet ['5_<|

IP Address: | 192 ., 165 . 93 . O

Subnet Mask: | 255 . 285 ., 255 . 0

Cancel

Click “OK” to exit the virtual network editor

It's a good idea to open your host machine network connections and rename the
virtual LAN adapters to something a little more meaningful, as shown below;

*s Network Connections |Z”E|Ps__<|
File Edit Wiew Tools Advanced Help :f'

w 2 lm: /'-_\J search |7y Folders | |z [ 35 X 9 &=

Address |t:; Metwork Connections 4 | Go
IMame Type Status Device Mame Phome # or Host Addre #
LAN or High-Speed Internet

A WMware Nebwork Adapter YMnets LAMN or High-Speed Internet Connected Wiwaare Virtual Ethernet Adapter For WiMnets
WM ko hast LAM or High-Speed Internet Connected WMiware Wirtual Ethernet Adapter For WMnekl
<YM Heartheat Network, LAMN or High-Speed Internet Connected Wiwaare Virtual Ethernet Adapter For WiMnets B
I, WM SCST Metwork, LAM or High-Speed Internet Connected WMware Virtual Ethernet Adapter For YMnet2
<M Local Area Connection LAMN or High-Speed Internet Connected Broadcom Metxtreme 57 Gigabit Controller

v
< I >
6 objects

Click the “refresh networks list option” within the VMWare Server console to refresh
the virtual networks.
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With the VMware Server console installed and configured and the virtual networks
created, it's now time to create a datastore to hold all the ISO images we wish to
install from.

Select the host node in the server console as shown below and under “Commands”
click “Add datastore”;

il VMware Infrastructure Web Access ,

Application Virtual Machine Administration ‘ FEE | Help | Virtual Appliance Markstplace | Log Out

Inventory g . s
Summary | Virtual | Tasks||Events|| ]
Y r General =] Commands [
[ Hostname 95918 & create virtual Machine
Manufacturer Add Virtual Machine to Inventory
Model Add Datastore
Configure Options
@ Processors Intel(R) Pentium(R) D CPU 3.40GHz Edit Host Settings
L cru Edit Virtual Machine Startup/Shutdown Settin
Refrash Network List \
Usage | 678.00 MHz
VMware Tips (=]
Memory 1.88G8
Usage || 717 MB.
Datastores [
Name Capacity Free Space Location
standard 137.3 GB 105.12 GB Ci\irtual Machines\
< | 3| Upgrade to VMware Infrastructure at a price you can
= afford
Netw
or! 1| improve server utilization and get higher performance.
Mame Vhnet Type
Sridged vmneto bridged
HostOnly vmnet1 hastonly
NAT vmnets nat
] | &
< >
Task Target Status Triggered At Triggered by Completed At

At the dialog supply a datastore name (ISOs) and a local path (C:\ISOs) then click
“OK”;

@| Add Datastore »

Name:

(=) Local Datastore

Map a directory on the host system as a
datastore.

Directory Path:

) CIFS

Use a shared folder over a network
connection as a VMware datastore.
Properties:

Server: | |

Examples: SERVER,
nas.example.com,

192.168.0.1

Folder: | |
Examples: YcommoniISO-
images, d§

Authorization:

Username: | |
Examples:
MYDOMAIN\user,
SERVER\user

Password: | |

BTN o< | concel |
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3.2 CREATE & CONFIGURE THE SAN\NAS VM

The first VM we need to create is the NAS server. Create a new VM with the following
properties (select either 32 bit or 64 bit as your host system supports);

@ Create Virtual Machine x

Pages Guest Operating System

Mame and Location ”~

Guest Operating System Select the operating system you plan to install in your virtual machine.
Your selection will be used to recommend settings and optimize
performance.

Once the virtual machine has been created, vou will need to install this
operating system from your own installation disc.

Operating System: () Windows operating system
() Movell Netware
() Solaris operating system
(O Linux operating system
(%) Other operating systems

Wersion: Dos -
Product Compati0S/2 (experim:ntals_’
FreeBSD (32-bit)

FreeBSD (64-bit

SCO OpenServer 5 (EWgerimental)
SCO UnixWare 7 (experitigntal)
Other (32-bit)

\Other (64-bit)

Add a 2GB virtual hard disk and a network adapter. Bind the virtual NIC to whichever
virtual switch you want to use for the Public network (VMNET1 in my case).

Add a virtual CD\DVD drive and bind to the FreeNAS 1SO image.

Do not add a USB controller or a Floppy disk drive.

The VM will need 400MB of RAM.

Boot the ISO image accepting all defaults. Once the NOS has booted (shown below),
select option 9 from the menu.

-

" NASTest & Remote

=*#xx This is FreeMAS, wversion B.7.1 (revision 5824)
built on Tue Jan 26 HBA:11:57 UTC 26818 for i3B6-liwvecd
Copyright (C) 2885-2818 by Olivier Cochard-Labbe. All rights reserved.
UVigsit http:/#WWKW. freenas.org for updates.

LAN IPvd4 address: 192.168.1.258
Port configuration:

LANH -» emd

Console setup

Assign interfaces

Set LAN IP address

Reset HWebGUI password

Reset to factory defaults

Ping host

Shell

Reboot system

Shutdown system

InstallsUpgrade to hard drivesflash device,
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You want to install the Full OS using the 3rd option.

pr

NASTest

oUW NS

Install 'embedded’ 0S on HDD-Flash-USE

Install 'embedded’ 0S on HDD-Flash-USE + DATA + SWAP partition
Install "full® 0OS on HDD + DATA + SWAP partition

Upgrade ’'embedded’ 05 from CDROM

Upgrade 'full® 0OS from CDROM

Upgrade and convert *full’ 0S5 to ’'embedded’

< Exit >

NASTest

FreeNAS 'full’ installer for HDD.

Create MBR partition
Create MBR partition
Create MBR partition

Easy to customize (e.

using UFS, customizable size for 0S5
using UFS, for DATA

as SHAP

install additional FreeB3D packages)

HWARNING: There will be some limitations:
1. This will erase ALL partitions and data on the destination disk

<Cancel>
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Select “OK” for the CD drive,

NASTest e Remate C

Select CD/DUD drive for installation.

{ Muware Uirtual IDE CDROM Drive-HHB8086881

<{Cancel>

To direct input

Select media where FreeNAS 03 should be installed.

laB?B848MB <UMware, UMware Uirtual S 1.8>

<Cancel>

To direct input to al machine, p
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Supply the OS partition size of 512MB,

r MASTest YMware Remote Console  Dew

l512|
{Cancel>

I Enter the size for O3 partition in MB (min 128MB):

To direct input ta irtual machire,

¥ NASTest MwareRe

< pes >

I Do you want to add a sWap partition?

To direct input ta irtual machire, : Chil+G. -@L—'::' |:| @mare‘
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Supply the swap partition size of 1024MB,

NASTest

Enter the size of the swap partition in MB.

l1az4|

<Cancel>

Installation completed, press “Enter” to continue.

NASTest

GEOM_LABEL: Label ufs/root removed.

GEOM_LABEL: Label ufsid-4b7?abh381f2hf25dc removed.

Installing system files on device daBsl.

GEOM_LABEL: Label for prowvider daBsl is ufsid-s4b7ab381f2bf25dc.
GEOM_LABEL: Label for prowvider daBsl is ufs-root.

UnHount CDROM.

FreeNAS has been installed on daBsl.
You can now remove the CDROM and reboot the PC.

To use the DATA partition:

— Add the disk daB on the ’'DisksiManagement’ page.

— Add the mMount point on the 'DisksiMount PointiManagement’ page.
Use the following parameters:
Disk daB, Partition 2, Partition type MBR, Filesystem UF3

To use the SHAP partition:

— Enable swap space usage on the ’'SystemifAdvanced:Swap’ page.
Use the following parameters:
Type: Device, Device: /dewrsdaBs3

D0 NOT format the drive daB! The DATA partition has already been
formated for you as part of the installationt

Press ENTER to continue.
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Now select “Exit” to finish.

Install ‘embedded’ 0S on HDD-Flash-/USB

Install ‘embedded’ 0S on HDD-/Flash-USB + DATA + SWAP partition
Install *full’ OS5 on HDD + DATA + SWAP partition

Upgrade ‘embedded’ 0S from CDROM

Upgrade *full' 0S from CDROM

Upgrade and convert 'full’ 0S8 to 'embedded’

= T TN

<ot >

Now select option 7 and reboot the SAN! Once this has been done we need to set the
LAN IP address. Select option 2 from the menu

-

testsan

=*#% This is FreeMAS, wversion B.7.1 (revision 5127)
built on Sun Apr 11 88:21:36 JST 2818 for i386-full
Copyright (C) 2885-2818 by Olivier Cochard-Labbe. All rights reserwved.
Uisit http://WuKW. freenas.org for updates.

LAN IPv4 address: 192.168.1.258
Port configuration:

LAN -> leB

Console setup

Assign interfaces

set LAN IP address

Reset HebGUI password
Reset to factory defaults
Ping host

Shell

Reboot system

Shutdown system
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The LAN configuration starts as follows. Select whether to use DHCP (no for our
scenario)

r NASTest “YMware Remate C

AT < Mo >

I Do you want to use DHCP for this interface?

To direct input ke ual machine

r testsan YMu

l192. 168.1.5]

<{Cancel>

I Enter new LAN IPv4 address.

To direct input t ess Chl+E. maaTE [Evmware
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Supply the Network mask (using CIDR notation),

¥ NASTest

Enter new LAN subnet mask. Subnet masks are entered as bit
counts (as in CIDR notation).

e.g. 255.255.255.8 = 24
255.255.8.8 16
255.8.8.8 =

[24|

{Cancel>

To direct input t

Select “no” for the IPv6 configuration,

¥ NASTest

Do pou want to configuration IPv6 for this interface?

< ves > <o >
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Press “Enter” to continue,

¥ testsan

Initializing interface. Please wWait...

The LAN IP address has been set to:
IPvd4: 192.168.1.5-24

You can access the HebGUI using the following URL:
http:~--192.166.1.5:88

Press ENTER to continue.

Ta direct input tat 2l machine, press Clil+&. =QTE (Hvmware

Shutdown the server using option 8 from the menu as we now have to create\attach
the virtual hard disk to the NAS VM that will hold our iISCSI LUNSs.

Click the “Add hardware” option and add a new disk 11GB in size, pre allocating all
disk space (shown below).

@ Add Hardware Wizard

Pages Properties
Hardware Type

How much software and data should this hard disk be able to store?

Hard Disk Capacity: 1 ZGe |~
Location: [standard] NASTest/NASTest_2.vmdk Browse...
File Options

¥| Allocate all disk space now.

Split disk into 2 GE files \
Disk Mode

Virtual Device MNode

Policies

elp |_pack | next J concel |
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At this point, you now need to complete the configuration for the networks the SAN
will be using. Shutdown the SAN VM and add a second vNIC binding to the virtual
switch you will use for iISCSI traffic (VMNET2 in my case). Start the VM and login to
the console, from the main menu select ‘Network’ > ‘Interface management’. You will
only see the 1 vNIC. Click the ‘Add Interface’ icon shown below;

Network | Interface Management

Interface Network port

| LAN |le0 (00:0c:2:30:7dibd) v

4

Warning:
After you dick "Save”, you must reboot FreeNAS to make the changes take effect. You may also have to do one or more of the
following steps before you can access your NAS again:

e change the IP address of your computer
® access the webGUI with the new IP address

Select the second vNIC to bind to the iISCSI network (OPT1 interface), as shown
below;

|~

@ &y~ |2 http:/f192,168, 1.5finterfaces_assign.php
File Edit ‘iew Favarites Tools Help

i’:.? ﬁ'ﬁ? [g freenas.local - Metwork|Interface Management

rreeNAS =

The free network attached storage

System Network Disks Services Access Status Diagnostics Advanced

{= freenas.local - Network | Interface Management - Windows Internet Explorer

Network | Interface Management
Management m

The changes have been saved. You have to reboot the system for the changes to take effect.

Interface Network port

LAN le0 (00:0c:29:30: 7d:bd) | w
OPT1 0 (00:0c:29:30:7dkbd) v | | 3%

le1 (00:0c:29:30: 7d:c7)
Warning:

After you dick "Save”, you must reboot FreeMNAS to Nake the changes take effect. You may also have to do one or more of the
following steps before you can access your NAS again

» change the IP address of your computer
® access the webGUI with the new IP address

& Lacal intranet 00w v
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Click ‘save’ and then reboot the system! This will create a new network interface
named ‘OPT1’. Once you have saved and rebooted, login to the console and go to
‘Network’ > ‘OPT1’. Configure the iSCSI network information as shown below, (this IP
address will later become the iSCSI portal address). Save and reboot again!

Interfaces| Optional 1 (OPT1)

vee Y,

Descrpion

‘fou may enter a description here for your rgference.

IP address 10.10.10.5 [ ¥

Once the disk has been added and the OPT1 interface configured, boot the NAS VM
and login to the NAS web management page using the username “admin” and
password “FreeNAS” (without quotes). You may have to bypass the proxy for local
addresses in your |E settings!

(2 freenas. local - System information - Windows Internet Explorer,

\:;v [ hpuno.t0. 102/ v [%2][x] [ |[2]-

Ele Edit ¥ew Favorkes  Tools  Help

= . »
w & Igﬁeenas‘\u:e\-iystem information ] 1 v B f=h - hPage - () Tods -

rreeNAS é.

The free network attached storage

System MNetwork Disks Services Access Status Diagnostics Advanced Help

The free network attached storage ::j

Hostname fresnas.local

Version 0.7.1 Shere {revision 5024)

Built on Tue Jan 26 00:11:57 UTC 2010

05 Version FreeBSD 7. 2-RELEASED6 (revision 199506)

Platform 1386-ful on IntelfR) Pentium(R) D CPU 3.40GHz

System time Tue Feb 16 19:11:25 UTC 2010

Uptime 0 minute(s) 55 second(z)

Last config change Tue Feb 16 16:56:57 UTC 2010

CPU frequency 3425VHz

CPU usage [ 7%

Memory usage = 19% of 243M8

Load averages 0.73,0.28, 0,11 [Show process information]
Disk_1

Disk space usage | | -of B
Total: - | Used: - | Free: - | State: FAULTED

FreeNAS © 2005-2010 by Olivier Cochard-Labbe. Al rights reserved.

Done € Internet E 00 v
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Go to “Disks” > “Management”. Click the + sign as indicated,

{2 freenas. local - Disks | Management - Windows Internet Explorer.

(<18}

Fie  Edit

= [ hitpo/i10,10.10.2idiks _manage phe

View Favortes Tools  Help

w* [g freanas.local - Disks|Management

creeNAS

System

freenas.local

Network Disks Services Access Status

Diagnostics  Advanced

Help

Disks| Management

[[ELENRL AT SMART.  SCSI Initiator

Disk Serial

number

Size | Description Standby

time

File system

Status ‘

FreeNAS © 2005-2010 by Olivier Cochard- abbe. Allrights reserved.

& Internet

100%

Select the new 11GB disk and use ZFS pre formatted file system, then click “add”.
After adding the disk you must click the “Apply changes” button.

System

Network  Di Services Access Status

gnostics Advanced Help

Disks | Management | Disk | Add

Management S.M.ART. 1SCSI Inttiator

Disk

>
{

|dal:112&4MB {(VMware, VMware Virtual S 1.0)

|da0: 2048ME (VMware, VMware Virtual 5 1.0

Description dal: 11264MB (VMware, VYMware Virtual 5 1.0)
acd: NA (VMware Virtual IDE COROM Drive00000001)
Uiy ST O UTSe Py FOOT TErCTeTISy

Transfer mode

This allows you to set the transfer mode for ATAJIDE hard drives.

Alwayson %

Puts the hard disk into standby mode when the selected amount of time after the last hard disk access has been elapsed,

Hard disk standby time

Advanced Power Management | Disabled S |

This allows you to lower the power consumption of the drive, at the expense of performance.

Acoustic level | Disabled S |

This allows you to set how loud the drive is while it's operating.

S.M.ART.

[ Activate 5.M.A.R.T. monitoring for this device,

S.M.A.R.T. extra options

Extra options {usually empty). Please chedk the documentation.

Preformatted file system

2ZFS storage pool device w
This allows you to set the file system for preformatted hard disks containing data. Leave Unformated' for unformated disks and format them
using format menu.
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After adding the disk, click “Disks” > “ZFS”. Select “Pools” > “Virtual device”. Click the
+ sign

System MNetwork Disks Services Access Status Diagnostics Advanced Help

Disks | ZFS | Pools | Virtual device

Pools Datasets  Configuration
VO LRV Management Tools  Information I/ statistics

Hame | Type | Description

Supply a device name and select the disk then click “Add”, you must click the “Apply
changes” button afterwards.

Disks | ZFS | Pools | Virtual device | Add

Datasets Configuration

Virtual device RREETETIT T S T S (G le R

10 statistics

Name Data_vel |
Type | Stripe |
Devices

Description

You may enter a description here for your reference.
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Now click “Management” as shown below and then click the + sign

Disks | ZFS | Pools | Management

Pools Datasets  Configuration

Virtual device IETENES M Tools Information  I/0 statistics

Hame | Size | Used | Free | Capacity Health AltRoot |

FreeNAS © 2005-2010 by Olivier Cochard-Labbe. All rights reserved.

Supply a name and select the virtual device then click “Add”, you must click the “Apply
changes” button afterwards.

Disks | ZFS | Pools | Management | Add

Datasets Configuration

Tools Information 1/0 statistics

VOSSN  Management

Hame Data_vol |

Virtual devices

Root | |
Creates the pool with an alternate root.

Mount point | |
Sets an alternate mount point for the root dataset. Default is fmnt.

Description | |

You may enter a description here for your reference.

Page 23 of 71



Creating a 2 node SQL Server 2008 Cluster Configuration using Windows 2003 MSCS v1.0

Once this is done you may then go to “Services” > “iSCSI target”. The first task is to
enable the iISCSI Target by checking the box indicated and then clicking “Save and
restart”.

Services |iSCSI Target

el Targets  Portals  Initiators  Auths  Media

2007-09.jp.ne.peach.istat

The base name (e.g. ign.2007-09.jp.ne.peach.istgt) wil append the target name that is not starting with 'ign.'.

Discovery Auth Method Auto

The method can be accepted in discovery session. Auto means both none and authentication.

Discovery Auth Group Jone

The initiator can discover the targets with correct user and secretin specific Auth Group.

I/0 Timeout 30

IO timeout in seconds (30 by default).
NOPIN Interval n

NOPIN sending interval in seconds (20 by default).
Max. sessions 3

Maximum number of sessions holding at same time {32 by default).
Max. connections

Maximum number of connections in each session (8 by default).
FirstBurstLength 65536

ISCSI initial parameter (55536 by default).
MaxBurstLength 62144

ISCSI initial parameter (262144 by default).

MaxRecvDataSegmentLength 262144
iSCSI initial parameter (262144 by default).

iSCSI Target Logical Unit Controller M Enable

Save and Restart

Go to the “Initiators” section and click the + sign.

Services | iISCSI Target| Initiator Group

Settings Targets Portals Initiators m
Initiator Groups

Initiator Group Tag | Initiators | HNetworks ‘

%+

A Initiator Group contains authorised initiator names and networks to access the target. \
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If you want all initiators to connect click “Add” and specify “ALL” (you could lock down
which machines connect by specifying their Initiator IDs here), you must click the
“Apply changes” button afterwards.

Services|iSCSI Target | Initiator Group | Add
Settings Targets Portals Initiators

Tog rumber

MNumeric identifier of the group.

Initiators ALL

Initiator authorised to access to the iSCSI target. It takes a name or "ALL' for any initiators,

Authorised network 10,10.10.0/24

Network authorised to access to the iSCSI target. It takes IP or CIDR addresses or 'ALL' for any IPs.

Comment

You may enter a description here for your reference,

Click “Portal group” and then click the + sign

Services|iSCSI Target | Portal Group

Settings  Targets LGN Initiators Auths Media

Fortal Group Tag | Partals ‘

A Portal Group contains IP addresses and listening TCP ports to connect the target from the initiator. \
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Specify the portal (accept the default in our case) then click “Add”. You must click the
“Apply changes” button afterwards.

Services | iISCSI Target | Portal Group | Add

Settings  Targets A0 Tnitiators Auths Media

Tag number 1

MNumeric identifier of the group.

Portals 10.10.10.2:3260

The portal takes the form of 'address:port’. for example '132. 168, 1.1:3260" for IPv4, '[2001:db&: 1:1::1]:3260' for IPv6. the port 3260 is
standard iSCSI port number. For any IPs {wildcard address), use '0.0.0.0:3260" and/for '[::]:3260", Do not mix wildcard and other IPs at
same address family.

Comment |

‘fou may enter a description here for your reference,

Now click “Targets”. You may now set up the LUNs you wish to present to the cluster
nodes. Click the + sign to add an extent.

Services|iSCSI Target| Target

BETC S Portals  Initiators  Auths  Media

Erizn: Name | Path | Size |

&

Extents must be defined before they can be used, and extents cannot be used more than once.

TR Name |Flags ‘LUI‘IS |PG |IG |M§ |

&

At the highest level, a target is what is presented to the initiator, and is made up of one or more extents,

Note:

To configure the target, you must add at least Portal Group and Initiator Group and Extent.

Portal Group which is identified by tag number defines IP addresses and listening TCP ports.

Initiator Group which is identified by tag number defines authorised initiator names and networks.

Auth Group which is identified by tag number and is optional if the target does not use CHAP authentication defines authorised users and secrets for additional security.
Extent defines the storage area of the target.

Supply the extent name, type, path and size. Remember to click “Apply changes”
button when prompted.

Services|iSCSI Target | Extent| Add

Targets Portals Initiators  Auths Media

Exten e

String identifier of the extent.

e

Type used as extent.

Path |,"mnthata)'oIfQuorum | E]
File path (2.9, jmnt/sharename /extent/extentd) uzed as extent.

Size offered to the initiator. {up to 8EB=8388608TE. actual size is depend on your disks.)

Comment |

‘You may enter a description here for your reference,

Cancel
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Extents added! Now click the + sign next to targets and configure those.

Services | iSCSI Target | Target

Targets Portals Initiators  Auths Media

The changes have been applied successfully.

Extent Name Path Size
Quroum fmnt/Data_Vol/Quorum 512 MiB 4;,/:3 x
SQLBak fmnt/Data_Vol/SQLBak 1024MiB qf? x
SQLData fmnt/Data_vol SQLData 2048MiB + &
SQLLog fmnt/Data_vol/SQLLog 1024MIB +®R
Extents must be defined before they can be used, and extents cannot be used more than once.
Target Name | Flags ‘ LUNs | PG | 16 | AG |
At the highest level, a target is what is presented to the initiator, and is made up of one or more extents,
Note:

To configure the target, you must add at least Portal Group and Initiator Group and Extent.
Portal Group which is identified by tag number defines IP addresses and listening TCP ports.
Initiator Group which is identified by tag number defines authorised initiator names and networks.

Auth Group which is identified by tag number and is optional if the target does not use CHAP authentication defines authorised users and secrets for additional security.
Extent defines the storage ares of the target.

Configure the following options for each target (Quorum, SQLData, SQLLog,
SQLBak).

Services|iSCSI Target| Target| Add

Targets Portals Initiators  Auths Media

Target Name

‘Quorum |
Base Name will be appended automatically when starting without 'ign.".

Target Alias ‘ |

Optional user-friendly string of the target.

e
Logical Unit Type mapped to LUN.

Flags ‘ Read/Write (rw) w

Portal Group

The initiator can connect to the portals in spedific Portal Group.

Initiator Group

The initiator can access to the target via the portals by authorised initiator names and networks in spedific Initiator Group.

Comment ‘ ‘

You may enter a description here for your reference.

Storage ‘ Quroum {jmnt/Data_vol/Quorum) v |
The storage area mapped to LUNGD.
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Targets added! The target name is the label presented to the computer node over the
iISCSI network.

Services | iISCSI Target | Target

AELGEEM Portals  Initiators  Auths  Media

. The changes have been applied successfully.

Extent

Name Path Size
Quroum fmnt/Data_Vol/Quorum 512MiB 4}‘” x
5QLBak Jmnt/Data_Vol/5QLBak 1024MiB R
5QLData Jmnt/Data_Vol/5QLData 2048MIB P-4
5QLLog Jmnt/Data_vol/5QLLog 1024MIB FR

Extents must be defined before they can be used, and extents cannot be used more than once.

TR Name Flags | LUNs PG |16 | AG

ign. 2007-09.jp.ne. peach.istgt: Quorum w LUND=/mnt/Data_vol /Quarum 1 1 none 69’ x
iqn. 2007-09.jp.ne. peach.istgt: SQLBak w LUND=fmnt/Data_vol/5QLBak 1 1 nore | 7 9
ign, 2007-09.jp.ne. peach.istgt:SQLData w LUNO=/mnt/Data_Vol/SQLData 1 1 none & x
iqn. 2007-09.jp.ne. peach.istgt:SQLLog w LUND=/mnt/Data_vol/SQLLog 1 1 none | < 3

At the highest level, a target is what is presented to the initiator, and is made up of one or more extents,

Mote:

To configure the target, you must add at least Portal Group and Initiator Group and Extent.

Portal Group which is identified by tag number defines IP addresses and listening TCP ports.

Initiator Group which is identified by tag number defines authorised initigtor names and networks.

Auth Group which is identified by tag number and is optional if the target does not use CHAP authentication defines authorised users and secrets for additional security.
Extent defines the storage area of the target.
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3.3

CREATE THE CLUSTER VM’s (DC AND CLUSTER NODES)

Now we are ready to start creating the VM'’s. Under the “Commands” section, select
“Create virtual machine”. Enter a Virtual machine name and select a datastore (this
datastore maps to a folder on your local drive) then click “Next”;

@' Create Virtual Machine b 4

Guest Operating S

Memory and Processors

Floppy Diriv

{
Properties

OER Tantre -
USE Controlle

Pages
Y

Mame and Location

Enter a descriptive name for your new virtual machine and specify the
datastore where itz configuration files will be saved.

Name: | ClusterDC |
Datastore Capacity Available
ISOs 137.3 GB 80.6 GB

standard

137.3 GB

105.12 GB

oo EEH TR

Select the Operating System type (Enterprise Edition for clustering) and click “Next”;

LE:-' Create Virtual Machine

Pages

Guest Operating System

MName and Location

SR TArtrs
USE Controlle

>

Select the operating system you plan to instal in your virtual machine.
Your selection will be used to recommend setiings and optimize
performance.

Once the virtual machine has been created, you will need to install this
operating system from your own installation disc.

Operating System: (3 Windows operating system
() Mowell Netware

() Solaris operating system
() Linux operating systam

() Other operating systems

Version: | Microsoft Windows Server 2003, Enterprise E|:I|v|

Product Compatibility
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Select the RAM (256MB for DC and 512MB for each cluster node) and CPU (1 each)
then click “Next”;

LE:—' Create Virtual Machine x

Pages Memory and Processors
Mame and Location ~
Guest Operating System Memory

Memory and Processors

Increasing a virtual machine's memory allocation can improve its
performance but may also impact other running applications.

Size: =}

Recommended Size (256 MB)

Recommended Minimum (128 MB)
The guest operating system may not start up below this size.

e Recommended Maximum (8192 MB)
roperties Memory swapping may occur above this size.

Processors

Select the number of processars carefully. We do not recommend
reconfiguring this value after installing the guest operating system.

USE Controller Count:
ep

Select to create a new virtual disk;

& Create Virtual Machine x

Pages Hard Disk
Name and Location ~
Guest Operating System A wirtual disk iz a special type of file, which will start emall and then

Memory and Processors grow larger as you add applications and data to your virtual machine.

=+ Create a New Virtual Disk

Cheose this option to add a blank disk to your virtual machine.

Properties

Use an Existing Virtual Disk

Choose this option to reuse or share a hard disk from another
te virtual machine.

Don't Add a Hard Disk

= N 3
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Supply a size for the virtual disk and select SCSI bus (SCSI ID 0 for the VM boot
drives in our example), make sure to pre allocate the disk space for the virtual disks.
Click “Next”;

The Windows 2003 cluster nodes need a min 15GB disk drive and 10GB for the DC.

fgh Create Virtual Machine x

Pages Properties

Mame and Location ad

Guest Operating System How much software and data should this hard disk be able to store?
Memory and Processors S x]

Hard Disk Locatian: | [standard] ClusterDC/ClusterDC.vmdk |
105.12 GB available

Metwark Adapter File Options

Properties Disk Mode

CD/DVD Drive Virtual Device Mode

e Adapter: Device:

m

Policies

| sack | Nex [ cancel

Select “Add a network adapter” and the network selection browse opens

fgh Create Virtual Machine x

Pages MNetwork Adapter
Name and Location -~
Guest Operating System Network adapters give your virtual machine access to port groups that

hawve been configured for virtual machine use on the host. If no such
port groups have been configured, you will not be able to connect to
any network.

Memory and Processors

Hard Cisk
. =+ Add a Network Adapter
Properties
Don't Add a Network Adapter
Network Adapter
Properties

[

m 2
Q2
14 (]

(1

perti

o

Floppy Drive

Properties

2B —artrn
USB Controlle

S | et ol |
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Select “Host only” for this vNIC and click “Next”;

(g Create Virtual Machine x

Pages Properties

Mame and Location -

Guest Operating System il Which network will your wirtual machine access?

Memery and Processors Network Connection: HostOnly |v|
Eridged

Hard Disk Connect at Power On:  |[HostOnly

Properties NAT

Network Adapter

rive

)

o L
Ly LWL

=B

roperties

m

Floppy Driv

Properties

[ T
USE Controlle

S | et | conet |

Select to use an ISO image for the vCD drive and click the browse button,

Eﬂ Create Virtual Machine x
Pages CD/DVD Drive
Mame and Location ~
Guest Operating System CD and DVD media can be accessed on the host system or on your

local computer.
Memory and Processors P

Host Media
Hard Disk

. - . _
Properties Use a Physical Drive

Choose this option to give the guest operating system access to a
physical CD or DWVD drive on the host system.

Metwork Adapter
Froperties

Use an IS0 Image
Choose this option to give the guest operating system access to an
150 image residing on the host file system.

Don't Add a CD/DVD Drive

| sack | next [ cancel
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The datastore browser opens, drill down and select the Windows 2003 R2 Enterprise
ISO (or Windows 2003 Enterprise for a cluster node) and click “OK”. At the “create
virtual machine window” click “Next”;

@| Select File x

Inventory Contents Information
v D-95918.corp.northamptg [:l SQL Server x86 Ent Mame: [50=
vy I IS0s tj Windows Server Enterprise 2003 R2 { | Type: Datastore
L tj S0L Server x86 E Capacity: 137.304 G
» [ Windows Server E Available:  80.604 GB
» E3 standard
3 ] | > £ ] | »
File Type: | IS0 Image (*.is0) |v|

o I

At the next screen do not add a floppy drive and click “Next”;

@| Create Virtual Machine x

Pages Floppy Drive
MName and Location S
Guest Operating System Floppy media can be acceszsed on the host system or on your local
computer.
Memory and Processors
Host Media
Hard Disk
. Use a Physical Drive
Properties | . R .
Choose this option to give the guest operating system access to a
physical floppy drive on the host system.
Network Adapter |
. -+
Properties L Use a Floppy Image

Choose this option to give the guest operating system access to a
floppy image residing on the hast file system.

CD/DVD Drive
Create a New Floppy Image

Properties . . . .
P Choose this option to create a new floppy image on the host file
system.
Floppy Drive
Froperties

Don't Add a Floppy Drive
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Do not add a USB controller and click “Next”;

@| Create Virtual Machine x

Pages USB Controller
Mame and Location
Guest Operating System A USE controller gives your virtual machine access to USE devices

Memory and Frocessors plugged into the host.

=+ Add a USBE Controller
Hard Disk

Froperties Don't Add a USB Controller

Network Adapter
Properties

CD/DVD Drive
Properties

Floppy Drive

USB Controller

Ready to Complete

At the last screen click “Finish” to complete the VM

fgh Create Virtual Machine x

Pages Ready to Complete

Mame and Location

Guest Operating System Please werify that your new virtual machine is configured correctly.

Memory and Processors Name: ClusterDc

) Location: standard

Hard Disk _ : ) ] ) )

Properties Guest Operating System:  Microsoft Windows Server 2003, Enterpri...
Memory: 256 MB

MNetwork Adapter Processors: 1

Properties Hard Dish: 8 GB
MNetwork Adapter: Using "HostOnky"

CD/DVD Drive Co/DVD Drive: Using "[IS0=s] Windows Server Enterpris...

Properties USE Controller: Mo

Floppy Drive More Hardware

USE Controller

 pover oot oo [0 M
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Create the remaining VMs (node 1 and node 2) using Windows 2003 Enterprise
software. Use a sparse (not pre allocated) 15 - 20GB virtual disk for each node, also
add 2 more vNICs, these will be used for the Heartbeat and iSCSI networks. This is
done as follows;

With the base VM created, select the first node and under the “Command” section
click “Add hardware”, the following screen appears. Click “Network adapter” and the
VNIC properties appeatr;

Eﬂ Add Hardware Wizard »
Pages Hardware Type

Select a device from the following list:

I:|a':| 3'_“ & Hard Disk

Fropertes B Network Adapter

& co/ovD Drive

& Floppy Drive

@Serial Port

eparallel Port

@ Passthrough SCSI Device
950und Adapter

@USB Controller

Ready to Complete

o | EEEE

Select the “VMnet2” option from the drop down list and click “Next”. Add in a 3" vNIC
for VMnet3, then click “Finish” to complete. Do this for the second cluster node too.

@' Add Hardware Wizard 4

Pages Properties

Hardware Type
Which network will vour virtual machine access?

MNetworle Adapter

Ready to Complete

Network Connection:

Connect at Power On:

Bridged

Bridged
Hostonl

WMnet2
MNAT
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Now complete the following;

¢ Install the windows operating systems on each VM and create a domain
controller with a test domain on ClusterDC.

e Configure Public networking between the 3 VM’s and join the 2 nodes to the
domain.

e Configure the iSCSI network between the VM’s and the NAS VM.

e Configure the heartbeat network between the cluster node VMs.

e Mount the Windows 2003 server iSCSI initiator software installer and install
the iISCSI extensions, this will require a reboot.

Once this is done you may proceed with the rest of the instructions in this document.

If you are unsure with any aspect of the NOS build or configuration consult your
Windows administrator for help with this.
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3.4 ATTACHING THE ISCSI LUNS

Once the cluster nodes have been created and networking configured we need to
start the Windows iSCSI initiator and discover the iISCSI LUNs. Open the Windows
Control Panel and click the iSCSI Initiator. The following dialog appears! Click the
‘Discovery’ tab.

isCsI Initiator Properties il

General I Dizcovern I T argets I Perzistent T argetz I Bound Volumes/Devices I

The iSCS1 protocol uzes the following information to uniguely

= identify thiz initiator and authenticate targets.
Initiator Mode Mame: ign. 1991 -05. com. microzoft sqlcihodel .uktrading.
oLk,
To rename the initiator node, click Change. Change...

T o authenticate targets using CHAR, click Secret to

speciiy a CHAP zecret. Secret

To configure IPSec Tunnel Mode addreszes, click
Tunnel.

i

Tunnel

ok, | ; Spply |

You may use IPsec for secure communications. Most importantly your iSCSI traffic
should pass over a private, segregated network.
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Click ‘Add’ and enter the NAS VM IP address from the iISCSI network not the Public
network and click “OK”. Leave the default port 3260.

i5CSI Initiator Properties ﬂ

General Discovery | Targetxl PersistentTargetsI Bound "-.-"u:ulumes.-’Deviu:e&I

— Target Portalz

IP Address

1010105 X Drefault Default

Add Remaowve Refresh |

—15M5 Servers
I ame |
Add | Hemowe | Refresh |

(1] I Cancel | Apply |

The ‘Add’ portal dialog

i5C5I Initiator Properties il
Add Target Portal x| I

Type the IP address or DMNS name and socket number of the partal wau
want ko add, Click Advanced ko select specific settings for the discovery
session to the portal,

IP address or DMS name: Park:

I | I 3260 Advanced... |
(0] 4 I Cance| |

erNS Servers
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On the ‘Targets’ tab click each disk in turn and select ‘Logon’. Check the
‘Automatically restore....... ’ checkbox and select ‘OK’.

iSCSI Initiator Prop x|

Eienerall Discovery | argets IPerSisteanargetsl Bound Volumes.-‘DevicesI

Selert A tarnet and click | na MNnta access the storane devices for that
Log On ko Target x|

Target name:

™ automatically reskore this connection when the system boots

[~ Enable multi-path

ﬂ Cnly select this option if iSCS1 mulk-path software is already installed
=4 on yaur compuker.

Advanced. .. | (o4 I Cancel

1gn. 2007 -0, [p.ne. peach. isigr disk.o Connected
ign. 2007-09.jp.ne.peach.istgt: disk 3 Connected
Detailz | Log On... Refrezh

Go to the ‘Bound volumes\devices’ tab and select ‘Bind All'. Finally, click ‘OK’.

i5CSI Initiator Properties ﬂ

Generall Disc:wer_l,ll Targetsl Persistent Targets  Bound Yolumes/Devices

— Descriphion

The 1SCSI initiator zervice will not complete intialization untl all
perzigtently bound wolumes and devices are available to the computer.

IF & service or application usez an iSCS| volume and/or device then
that wolume and./or device should be perzistently bound o that it will
be available when the zervice or application iz started by Windows.

In addition to perziztently binding the wolume andfor device, the target
izt alzo have been added az a persistent target by zelecting
“Automatically restore thiz connection’ in the Logon to Target dialog.

Whmpiofdizkbven_freebsdbprod iscsi_diskioey 0007#18%7fEac2 4l
WhmpioHdizkbvenfreebsdiprod izcsi_diskioey 0007#1%7fBac2dtl™
S mpioHdizk bven_freebzdbprod_iscsi_diskioes_ 0007 #1327/ fBac2 4t
WA mpiofdizskieeen_freebadiprod iscst diskires 000741 &?fEac2fliJ

'\]ﬂmninﬂdiﬂkkunn fremhadfbnmnd izesi diskdoee NN FFRan A0
4 3

sdd | Bemove | Eindal | Clear |

(] I Cancel | Apply |
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If you now open disk management you will be asked to initialise the disks. Do this,

ensuring you do not select the option to convert the disks to dynamic disks.

<

Select disks:

Initialize Disk x|

You must inttiglize a disk before Logical Disk Manager can access it. N

[w]i Dlisk: 1

Disk 2
Disk 3
Disk 4

lUse the following partition style for the selected disks:

* MBR (Master Boot Record)
™ GPT (GUID Partttion Tabls)

Mote: The GPT partition style is not recognized by all previous versions of
Windows_ It is recommended for disks larger than ZTB, or disks used on
tanium-based computers.

QK I Cancel

Create your disk partitions in the usual manner. All disks online and formatted!

“ZDisk 3

Unknown

8.79 GB 3,79 GB o
Mot Initialized Unallocated

“7IDisk 4

Unknown

2.93GB 2.93GE

Mot Initislized linallncated

L uDisk 0

Basic System Reser || (C)

15.00 GB 100 MB NTFS 14,90 GB NTFS

Online Healthy (System, | |Healthy (Boot, Page File, Crash Dump,

L uDisk 1

Basic Quorum (Q:)

499 MB 497 MB NTFS

Online Healthy (Primary Partition)

L uDisk 2

Basic SQLBak (v:)

6.83 GB 5.83 GB NTFS

Online Healthy (Primary Partition)

L uDisk 3

Basic SQLData (R:) L
8.79GB 3,79 GB NTFS

Online Healthy (Primary Partition)

L uDisk 4

Basic SOL Logs (T:)

2.93GB 2,93 GB NTFS

Online Healthy (Primary Partition)

-

B Unallocated ] Primary partition —1
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3.5

INSTALLING THE WINDOWS 2003 CLUSTER

Now we need to install and configure the first node into the new cluster, shutdown
Node2. Boot the first Node and open cluster administrator and select the option to

create a new cluster;

Open Connection bo Cluster ed s

Actian;

Create new cluster

Eluzter on zemern name;

Click “Next” at the welcome screen;

MNew Server Cluster YWizard

Welcome to the New Server
Cluster Wizard

Thiz wizard helps vou create a new server cluster. Uszing this
wizard, pau specify the computer that will be the first node in

the clugter. After you finizh the wizard, vou can add additional
nodes by using Cluster Administratar,

Thiz wizard requires that vou provide the following information:
- The cluster's domain
- A cluzter name that iz unigue in the domain
- The name of the first computer to be added to the cluster
- A zhatic |P address
- Logan information far a user account in the damain for the
clugter zervice account

To continue, click Mest.

¢ Bach

Cancel |
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Select the domain and enter a unique cluster name, then click “Next”;

New Server Cluster Wizard

Cluster Hame and Domain

Specify the name of the new server cluster and the domain in which it will be
created.

Select or type the name of the domain in which the cluster will be created. Only
computers in thiz domain can be members of the cluster,

Dramain:
TEST |

Type a cluster name that iz unigue in the domain.
Thiz muzt be a valid computer name.

Cluzter name:

¢ Back I et Cancel

Confirm the node to add to the cluster and click “Next”;

MNew Server Cluster Wizard x|

Select Computer
The computer must be a member of the domain vou specified.

Enter the name of the computer that will be the firzt node in the new cluster.

Computer name:

Browze. .. |

Advanced

¢ Back I MHewt > I Cancel
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Review any errors or warnings from the analysis stage and click “Next” to proceed;

Mew Server Cluster Wizard X|

Analyzing Configuration g
Pleaze wait while the wizard determines the cluster confiquration. By 5

~f Checking for existing cluster

~f Eztablishing node connectionlz]

~ Checking node feazibility

~ Finding comman resources on nodes
~ Checking cluzster feasibility

2 2 2 R

Tazks completed.

Wiew Log... | Details... | Ee-anal_l,lzel

Click Mest to continue. Click Back to change the configuration.

< Back

Cancel |

Enter a unique IP Address for the cluster and click “Next”;

MNew Server Cluster Wizard

IP Address

Enter an IP address that cluster management toalz will use to connect to the
cluster.

IP Address:
192 168 . 1 . 20

¢ Back

Cancel |
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Enter the cluster service account credentials and click “Next”;

Mew Server Cluster Wizard X|

Cluster Service Account g
Enter login infarmation far the domain account under which the cluster zemvice will By g
be run.

Uszer name:
Pazzward: I---------
Domair; IT EST j

@ Thiz account will b2 given local administrative rights on all hodes of this cluster ta allaw
for proper operation.

< Back I Mewxt = I Cancel

Review the proposed configuration and click “Next”;

Mew Server Cluster Wizard X|

Propozed Cluster Configuration g
Werify that pau want ta create a cluster with the following configuration. By g
Cluzter name; -
Cluzterl TEST

Cluzter IP address:
192.168.1. 204255 255. 255.0

Clugter nebwork:
Public - Private and Public
Whiware Accelerated AMD PCHet Adapter
Primary &ddress: 192.168.1.11 % 255.2586.256.0

Cluzter zervice account credentials:
M arne: test
hd

[Bemapnmnp T

Gluorum. .. | e Lu:ug...l

To create a cluster with this configuration, click Mest.

< Back

Cancel |
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Once the cluster has been configured review any errors or warnings and click “Next”
to proceed,;

Mew Server Cluster Wizard

Creating the Cluster
Pleaze wait while the cluster iz configured.

~ Feanalyzing cluster
~ Configure cluster services
~ Configure resource types
~ Configure resources

HEHEEH

T azkz completed.

Wi Lu:ug...l Detailz... | Eetmy |

< Back

[Canzel |

Finally click “Finish” to exit;

Mew Server Cluster Wizard X|

Completing the New Server
Cluster Wizard

You have successfully completed the New Server Cluster
Wizard.

Wiew Log... |

To cloge thiz wizard, click Finizh.

< Back

[Eancel |
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Now the first cluster node is active and managing the resources you may now boot
SQLNode2. From within inside cluster administrator on SQLNodel, right click the
cluster and select new > node and the add node wizard will start.

451 Cluster Administrator - [CLUSTER1 {Cluster1.TEST)] - 10| x|
ile  WView Window Help 18] x|

& ®|&] X|e=| B =

-85 CLUSTER1 Hame |
: [:l Active Groups
0 Resources : X [C3 Active Resources
-- Cluster Configuration [ Metwork Inkerfaces

Pause Node
Resume Mode

Evict Mode

Start Cluster Service

Stop Cluster Service

Group Ctrl+G
Configure Application Resource  Chrl+h

e
Froperties -

—  Cluster

Adds nodes ko the cluster A

Click “Next” through the welcome screen and you will be asked to provide the
computer name of the node you wish to add. Browse for the computer name and
select from the list returned. Click the “Add” button to confirm the node;

Add Nodes Wizard

Select Computers
The computers must be a member of the domain you specitied.

Enter the names of the computers that will be added to the cluster.

Computer name: Browse...

Selected computers: SOLMODEZ

Hemowe

1

Advanced

¢ Back

Cancel |
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For the add node action use a minimal configuration by clicking the advanced button.
Click “Next” to proceed.

Note: This step is not necessary when deploying a Windows 2008 cluster!

Advanced Configuration Dptions 7] x|

" Tupical [full] configuration

Thiz optian iz appropriate far most installations and will result in a completel
configured server cluster.

& iAdvanced [minimum] configuratiord

Only zelect this option for comples configurations where pou do nat want the
wizard to automatically locate and include all the storage to be managed by the
Clugter,

Y'ou can manually add these storage devices after completing the wizard.

For more information, click Help.

] I Cancel Help

Cluster administrator analyses the configuration, review any errors or warnings.

Add Modes Wizard

Analyzing Configuration
Pleaze wait while the wizard determines the cluster configuration,

~ Checking for existing cluster

~ Establishing node connection]z]

~ Checking node feasibility

~ Finding common resources on nodes
& Checking cluster feazibility

EEEHEE

T azks completed.

Wiew Log... | Detailz. .. | Ee-anal_l,lzel

Click Mest to continue. Click Back ta change the configuration.
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Supply the cluster service account credentials

Add Modes Wizard

Cluster Service Account

Enter login information for the domain account under which the cluster zervice will
be run.

Uszer narne: ItEEt
Pazsward: I---------l
Damair; I TEST j

@ Thiz account will be given local adminiztrative rightz of all nodes of thiz cluster to allow
for proper operation.

< Back I Mext > I Cancel

Review the proposed configuration and click “Next”;

Add Nodes Wizard

Propozed Cluster Configuration
Werify that you want to add niodes to a cluster with the following configuration.

Cluster name: -
CLUSTERT.TEST

Cluzter |IF address;
192 168.1.204255.2585.255.0

Chuster network:;
Public - Frivate and Public

Prirmary &ddre=s: 192.168.1.17 % 256,255 25610
Chuster zervice account credentials;

M ame; test
PHQQWI‘ITI"' HEHEMEN HERERNN N - I

To add nodes to a cluster with this configuration, click Mest.

< Back
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The node(s) is\are added to the cluster, again review any errors or warnings

Add Nodes Wizard

Adding Nodes to the Cluster
Pleaze wait while the cluster iz configured.

Reanalyzing cluster
Configure cluster services
Configure resource ypes
Configure resources

&
v
v
v

EEHRHH

Tazks completed.

Wiew Log... | Details. .. | ety |

¢ Back I Mest » I [Canze| |

Finally click “Finish” when the wizard has completed;

Add Modes Wizard x|

Completing the Add Nodes
Wizard

You have successfully completed the Add Modes ‘wizard.

Wiew Log... |

To cloze thiz wizard, click Finizh.

< Back
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Now the cluster has both nodes configured you should see the following in cluster
administrator. Notice all resources owned by SQLNodel

5 Cluster Administrator - [CLUSTER1 (Cluster1.TEST)]
% Ele Yiew MWindow Help

=181 x|
=181

& cla| x|=| @

(B &y crusTert Hame

| state

| Owner

I Group

I Resource Type

| Description

=0 Groups (D pisk

- £ Cluster Group 1DDisk 5:
roup 0 (@) cluster 1 address
roup 1 (0 Cluster Hame
[QoiskT:

[#-{1 Cluster Configuration
@) SQLNODEL
[0 Active Groups
(10 Active Resources
[ Metwork Interfaces

[ Active Resources
1] Metwork Interfaces

For Help, press Fi

Onling
Onling
Onling:
Onling
Onling

SQLMODEL
SQLMODEL
SQLMODEL
SQLMODEL
SQLMODEL

Cluster Group
Group 0
Cluster Group
Cluster Group
Group 1

Physical Disk
Physical Disk
1P Address
Nebwork Name
Physical Disk

Open the networks information and set the properties for each item;

luster Administrator - [CLUSTER1 {Cluster1.TEST)]

=12 x|
=18 x|

File Yiew ‘Window Help

S| ola| x| @

% CLUSTER1

Mode | Metwark.

| Adapter

| Address

Description

=1 Groups

S Cluster Group
S Group 0
e Group 1

{1 Resources

-2 Cluster Configuration
i-[Z Resource Types
ED Mebwarks
L

-2F public Rename Chrl+m

(231 Metwork In Hew v
SQLMODEL
(L Active Grou
-] Active Rest
-1 Metwork Inferfaces
SQLMODEZ

-1 Active Groups
+-[[ Active Resources

* [ Metwork Interfares

Configure Application

Displays the properties of the selected item

SR s0UNODEL Heartbeat
ERsoINoDEZ Heartbeat
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IMPORTANT: Ensure that on the iISCSI network connection in Cluster Administrator,
you uncheck the ‘Enable this network for cluster use’ checkbox.

The Heartbeat needs only internal access;

Heartbeat Properties ilil

General |

T

=l Heartheat
Mame: IHEartbeat
Dezcription: I

v Enable thiz network for cluster use

Thiz network. performz the following role in the cluster:
™ Client access only [public network]

&+ intemal cluster communications only forivate nebwork

Al communications [mised netwark]

State: Up
Subnet mask: 255 28R 2850

] I Cancel Apply

The Public should be set to Mixed Communication access;

Public Properties ﬂﬂ

General |

m

Public
Mame: IF'uI:nIic
Dezcrnphion: I

v Enable thiz network for cluster use

Thizs network. performs the following role in the cluster:

% Client access oniy [public network}

" Intemal cluster communications only [private network)

Al communications [mized netwik]

State: Up
Subnet mask:  255.285.255.0

Ok I Cancel Apply
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Test your cluster configuration by moving a cluster group from one node to another. Right
click a group and select “Move group”. The resource will transfer to the partner node;

uster Administrator - [CLUSTER1 {Cluster1.TEST)] _ =]
=) Bile  Wiew Window Help =1
| |a %
= % CLUSTER1 Marne: I State | Qwner | Resource Type I Description
-0 Groups [0 sk T anline SQLMODET Physical Disk
i) Chuster Group
Group 0

@ REFW Bring Gnline Cirl+E
B Cluster _ Take OFfline Ctrl+T

Delete |+
Rename Ctrl+M
Hlew 3

E g Configure Application

-
{21 Metwork Interfaces
g SQLNODEZ
{21 Active Groups
{1 Active Resources
(23 Metwork Interfaces

Mowes an entire group from one nods ko another

Groups 0 and 1 transferred to SQLNode2;

luster Administrator - [CLUSTER1 {Cluster1.TEST}] = 5[
File Wew Window Help =S

ola| Xe| o

5589 CLUSTER1 Hame [ state [ owner [ Group [ Resource Type | Description
() Disk 0 Online SOLMODET Cluster Group Physical Disk

m Disk 5 online SQLMODEZ Group 0 Physical Disk

t@ Cluster IP Address Online SQLMODEL Cluster Group IP Address

E@ Cluster Mame Online SQLMODET Cluster Group Metwork Mame

m Disk. T: online SQLMODEZ Group 1 Physical Disk

=20 Cluster Configuration
-{7] Resource Types

=0 Metworks
Heartbeat
Public

{271 Metwork Intetfaces

=] SQLMODEL

{211 Active Groups

{1 Active Resources

{271 Metwork Intetfaces

=] SQLMODEZ

{211 Active Groups

{1 Active Resources

{21 Mebwork Intetfaces

For Help, press F1 ,_ ’_ ’_

Page 52 of 71



Creating a 2 node SQL Server 2008 Cluster Configuration using Windows 2003 MSCS v1.0

3.6 CREATE THE MICROSOFT DISTRIBUTED TRANSACTION COORDINATOR
RESOURCE

Next we need to create a cluster resource and group for the Distributed Transaction
Coordinator service.

In Cluster Administrator right click ‘Groups’ and select ‘New’ > ‘Group’. Give the group
a name and click ‘Next’ then add available nodes and click ‘Finish’.

Right click the newly created group and select ‘New’ > ‘Resource’. Give the resource
a name ‘INST1DTC IP’, from ‘Resource Type’ drop down list select ‘IP Address’ and
click ‘Next’. Select available nodes and click ‘Next’. Click ‘Next’ through
dependencies, enter an IP Address and mask for the public network (192.168.0.30
and 255.255.255.0) and click ‘Finish’.

Right click the group and select ‘New’ > ‘Resource’. Give the resource a name
INST1DTC Name’. From the drop down list select ‘Network name’ as the resource
type and click ‘Next’. Select available nodes and click ‘Next’. Add IP Address
resource as a dependency and click ‘Next’. Enter the unique network name and
uncheck the ‘DNS registration must succeed’ checkbox then click ‘Finish’.

If the DTC disk drive has already been discovered by Cluster Administrator you may
skip this paragraph. Otherwise, right click the group and select ‘New’ > ‘Resource’.
Give the resource a name ‘DTC Data’ and from the drop down list select ‘Physical
Disk’ as the resource type, then click ‘Next'. Select available nodes and click ‘Next'.
Click ‘Next’ through the dependencies. From the drop down list on the parameters
dialog select the disk drive to use (P:) then click ‘Finish’.

Lastly create the DTC resource by right clicking the group and selecting ‘New’ >
‘resource’. Give the resource a name INST1DTC SVC’ and select ‘Distributed
Transaction Coordinator’ from the ‘Resource Type’ drop down list, then click ‘Next'.
Select available nodes and click ‘Next’. At the dependency dialog select the resources
for Network Name and Physical Disk only (These resources must be online for the
service to start) then click ‘Finish’. Now right click the group and bring it online.
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4

4.1

INSTALLING THE SQL SERVER INSTANCE.

For clarification the following terms are used;

VM is a virtual machine.

NIC is a network Interface Card.

VNIC is a virtual Network Interface Card.

DC is a Windows Domain Controller.

NOS refers to the Windows operating system.

HA is the VMWare high availability technology used by VMWare Virtual Infrastructure.
ESX is the server operating system used by host machines in the VMWare Virtual
Infrastructure.

You should have already created the user account(s) for the SQL Server services and
also the cluster Windows groups for these services. With that done, it's now time to
start the installation.

Note: The installation process between SQL Server 2005 and SQL Server 2008 has
changed extensively.

Due to the issues with the RTM version of the SQL Server 2008 installation media it is
necessary to ‘Slipstream’ the Service Pack 1 media to create a trouble free
installation.

Installing SQL Server 2008 onto a Windows 2003 cluster requires the following
prerequisites;

Windows 2003 SP2

Hotfix 937444 (Filestream Hotfix)
Windows Installer 4.5

.NET FrameWork 3.51

Due to the issues with the RTM version of the SQL Server 2008 installation media it is

also necessary to ‘Slipstream’ the Service Pack 1 media to create a trouble free
installation.

CREATE THE SQL SERVER FAILOVER INSTANCE.

Firstly extract the service pack executable to a temporary folder using the following
syntax at the command prompt.

C:\en_sql_server_2008_spl_x64.exe /x:C:\SP1

Now browse the SQL Server media directories and locate\install the Windows installer
and .NET FrameWork, also install the Filestream hotfix (listed above). Once you have
all the prerequisites installed, you may launch the SP1 support files installer. The
installer is located at;

C:\SP1\x64\setup\1033\sqlsupport.msi
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After the support files have been installed, launch the SQL Server 2008 setup from
the command prompt using;

Z:\setup.exe /PCUSource=C:\SP1

Command Prompt - setup /PCUSource

Microsoft Windows [Uersion 5.2.37981
(G} Copyright 1985-2883 Microsoft Corp.

C:xDocuments and Settings“~Administrator. UKTRADING>cd

Cawoaz:

Z:wrsetup #PCUSource=C:%5P1

Microsoft (R> 3QL Server 2008 Setup 10_0A.1680_22
Copyright <(c) Microsoft Corporation. HAll rights reserved.

At the SQL Server 2008 splash screen select “Installation” from the left menu, then
select “New SQL Server failover cluster installation”.

“SQL Server Installation Center o =] 4]
Flanning ‘ Mews SOL Server stand-alone installation or add features to an existing installation
5 b Launch a wizard to install SQL Server 2008 in a non-clustered environment or to add features o an

Installation - -

existing S0L Server 2008 instance.
Maintenance
- . Mew SOL Server Failover cluster installation

ools
b Launch a wizard to install a single-node SQL Server 2008 fallover cluster,
Resources
S Add node ko & SOL Server Failover duster
Advanced w &)
¥ I Launch a wizard to add a node ko an existing SQL Server 2008 Failover cluster,

Options

Upgrade from SCL Server 2000 or SOL Server 2005

Launch a wizard to upgrade SQL Server 2000 or SOL Server 2005 to SQL Server 2008, Before you

upgrade, you should run the Upgrade Advisor to detect potential problems.,

1—lg Search for product updates

Search Microsoft Update for SQL Server 2008 product updates,

T st
@ Startl J & & J B Command Prompt - setu, .. | Document2. rif - WordPad “ 1 SOL Server Installatio... |Fr wd w2 (E) 173
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The installation will start and the following screen will shortly appear, click “OK” when

prompted.
=1olx|

Setup Support Rules

Sefup Support Rules identify problems that might occur when vou install SQL Server Setup support files, Faiures must be
corrected before Setup can continue,

Setup Support Rules Operation completed, Passed: 6, Failled 0. ‘Warning 0. Skipped 0.

View detailed report

Rule Status
@ Minirmurn operating systerm wersion Passed
@ Setup administratar Passed
@ Restart computer Passed
@ ‘Windows Management Instrumentation (WHI) service Passed
@ Consistency validation For SQL Server registry keys Passed
@ Long path names to files on SQL Server installation media Passed

Ok | Cancel | Help |

4
A’ﬁ'Startl J @ F-) J BN Command Prompt...l T 50L Server Instal...l Docurnent - Waord. .. “ % 50L Server 200... ‘;:‘i, 5}! 5! % 13:55

Click “Install” to install setup support files.

T o]
Setup Support Files

Click Install to install Setup Suppart files, To install or update SQL Server 2008, these files are required,

Setup Support Files The following components are required For SQL Server Setup:

| Feature Marms Status
Setup Support Files

Gathering user settings.

= Back | Cancel |

4
@ Startl J @ é J B3 Command Prompt. .. | %5 5QL Server Instal... | Document - Word,,, “ % SOL Server 200... |‘;:‘f5 39 39 % . 13156
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After the support rules have been checked, click “Next” to continue

Setup Support Rules

g [=[ 3]

Setup Support Rules identify problems that might occur when you install SQL Server Setup support files. Failures must be

corrected before Setup can continue.

Setup Support Rules
Product Key

License Terms

Feature Selection

Disk Space Requirements
Error and Usage Reparting

Cluster Installation Rules

COperation completed, Passed: 23, Failed 0. ‘Warning 0. Skipped 1.

Hide details << |

Wiew detailed report

Rule Status ;I

Ready to Instal @ Microsoft .NET Application Security Mot applicable
Installation Progress @ Metwork binding order Passed
Complete @ Windows Firewall Passed
@ DMS settings (W2K350L2KE-1) Passed
(@ |wowes setup Passed
@ ‘windows Management Instrumentation (WD service (W2K350QL2KE,., | Passed
@ Cluster Remote Access (W2K3SQL2KE-2) Passed
@ Distributed Transaction Coardinator (MSDTC) installed (W2K3SOL2KS... | Passed
@ Remote registry service (WK 3ISQLZES-Z) Passed
(2 | DS settings (W2K3SQLZKE-2) passed
-
< Back. | Mext = | Cancel | Help |
i A
P

xf_;start| | & @

J BN Command P... | T 50L Server ... | Document - ... ” 1 Install as...

i Cluster Adm...

FAASE v

Enter your licence key or select a free edition to install!

Install a SQL Server Failover Cluster

Product Key

Specify the edition of SOL Server 2008 to install,

I [m]

Setup Support Rules
Product Key

License Terms

Feature Selection

Disk Space Requirements
Error and Usage Reporting
Cluster Installation Rules
Ready to Install
Installation Progress

Complete

Specify a free edition of SQL Server or provide a SQL Server product key to validate this instance of SQL
Server 2008, Enter the 25-character key from the Microsoft certificate of authenticity or product packaging.
If vou specify Enterprise Evaluation, the instance will be activated with a 180-day expiration. To upgrade
from one edition ko another edition, run the Edition Upgrade Wizard,

(" Specify a free edition:

IEnterprise Ewvaluation j

+ Enter the product key:

IJDSYG—HQGGS—P9H84—XDTPG—34MBB

< Back | Mext = I

Cancel | Help |

4

k T
i,‘startl J @ e J B Command P... | 7 5QL Server ...

EEE ‘i'ﬂl. 1‘;:03

=| Document - ... ” 1 Install a 5...

Cluster Adm...
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Select the features you wish to install and supply the path for the shared files.

nstall a SQL Server Failover Cluster o ] 4]

- Feature Selection

H Select the Enterprise features to install. For clustered installations, only Database Engine Services and Analysis Services can be
clustered.

Setup Suppart Rules Features: Descripkion:

Product Key

|v

Server features are

Database Engine Services instance-aware and have their
own registry hives, They support
multiple instances on a computer,

License Terms
SOL Server Replication
Full-Text Search
[] analysis services
Disk Space Requirements D Reparting Services
Cluster Resource Group Shared Features
[¥] Business Inteligence Development Studio
Client Tools Connectivity
[ Integration Services
Cluster Security Palicy Client Tools Backwards Compatibility
Server Configuration [ client Tools SOk
S0L Server Books Online
Management Tools - Basic
Managernent Tools - Complete

Feature Selection

Instance Configuration

Cluster Disk Selection

Cluster Metwork Configuration

Drakabase Engine Configuration

Error and Usage Reporting

Cluster Installation Rules [[] 5GL Client Connectivity SO0K b
Ready to Instal [ Microsaft Sync Framework LI
Installation Progress
Eakie Select all Unselect Al |
Shared feature directory: IC:'l,Program FilesiMicrosoft SQL Server) |
Shared feature directory (x86): IC:'l,Program Files (x86)\Microsoft SQL Server, |
< Back | Mext = | Cancel | Help |
i 4
P

RHAHS 14‘:04

Cluster Adm...

W Startl J @ F-) J B Command P... | 4 SOL Server ... Document - ... ” . Install a s...

Supply a unique virtual network name and an instance name

I nstall a SQL Server Failover Cluster =i
- Instance Configuration

H Specify the name and instance ID For the SQL Server instance.

Setup Support Rules Specify a network name For the new SQL Server Failover cluster, This will be the name used ko identify your
Failover cluster on the network,
Product Key
License Terms S0L Server MNetwork Mame: IDB-DI-DDDI|
Feature Selection
Instance Configuration ' Default instance
Disk Space Requirements
P q ¢ Mamed instance: [ssarservER
Cluster Resaurce Graoup
Cluster Disk Selection
Cluster Mebwark Configuration Instance 10 IMSSQLSER\"ER
Cluster Security Palicy Instance root direckory: IC:'l,Program FilesiMicrosoft SOL Server!, |
Server Configuration
Database Engine Configuration 5L Server directory! C:\Program FilesiMicrosoft SOL ServeriMSSQLL0. MSSOLSERVER.
Error and Usage Reporting
Cluster Installation Rules Detecked SQL Server instances and features on this computer:
Ready to Install Clusker
Installation Progress Inskance Tetwork Features Edition Wersion Inskance [0
Mame
Complete
< Back | Mext = | Cancel | Help |
| 4
P

N I. 14I:0?

Document - ... ” % Install a s...

i}Startl J @ a J B Command P... | A 50L Server ...
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Review the space requirements and click “Next”,

nstall a SOL Server Failover Cluster

Disk Space Requirements

Review the disk space summary for the SQL Server Features vou selected,

=1o1=]

Setup Support Rules

Product Key

License Terms

Feature Selection

Instance Configuration

Disk Space Requirements
Cluster Resource Group
Cluster Disk Selection

Cluster Network Configuration
Cluster Security Policy

Server Configuration
Database Engine Configuration
Errar and Usage Reporting
Cluster Installation Rules
Ready to Install

Installation Progress

Complete

Disk Usage Summaty:

= @ Drive C: 2530 MB required, 10946 ME available

Syskern Drive (C:4): 1340 MB required
Shared Install Directory {C:\Program Files\Microsoft SQL Serveri): 661 ME required
Instance Direckory {C:iProgram FilesiMicrosoft SQL Serverl): 529 ME required

< Back | Mext = | Cancel | Help

4

i;start| Hexy:;

T

J BN Command P... | 50l Server ..,

Docurnert - ... ” T Install as...

Cluster Adm...

ZUHSD v

Select the default name for the SQL Server cluster resource group or select a free
group that already exists (displays a green tick).

nstall a SQL Server Failover Cluster

Cluster Resource Group

Create a new cluster resource group for vour SOL Server Faillover cluster,

=11

Setup Support Rules

Product Key

License Terms

Feature Selection

Instance Configuration

Disk Space Requirements
Cluster Resource Group
Cluster Disk Selection

Cluster Metwork Configuration
Cluster Security Policy

Server Configuration
Database Engine Configuration
Error and Usage Reporting
Cluster Installation Rules
Ready to Instal

Installation Progress

Specify a name For the SQL Server cluster resource group, The cluster resource group is where SQL Server
failover cluster resources will be placed, You can choose to use an existing cluster resource group name or
enter anew cluster resource group name ko be created,

SQL Server cluster resource group name:  [SQL Server (MSSOLSERVER) j
Qualified | Mame Message
Q’/‘ Clusker Group The duster group 'Cluster Group' contains resource 'Cluster IP L.,

2

SOLZKBINSTL

Complete
Refresh |
< Back | Mext = | Cancel | Help |
1 4
P

wstart| | & @

J B Command P... | 5 SQL Server ...

Document - ... ” % Install a S...

Cluster Adm...
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Select disk resources and click “Next”,

Select shared cluster disk resources for your SQL Server Failover cluster,

nstall a SQL Server Failover Cluster

Cluster Disk Selection

=10l

Setup Suppart Rules

Product Key

License Terms

Feature Selection

Instance Configuration

Disk Space Requirements
Cluster Resource Group
Cluster Disk Selection
Cluster Metwork Configuration
Cluster Security Policy

Server Configuration
Drakabase Engine Configuration
Error and Usage Reporting
Cluster Installation Rules
Ready to Instal

Installation Progress

Specify the shared disks o be included in the SQL Server resource cluster group, The Ffirst drive will be used
as the default drive For all databases, but this can be changed on the Database Engine or Analysis Services

configuration pages.

[ADiskR:
Ooisk T:
[Ooisk =:

Available shared disks:

Qualified | Disk. Message
Disk, : The disk resource 'Disk Q:' is already in use by resource MSDTC, Touse a ...
@ |piskr:
@ |oiskT:
2 |isks:

Complete
Refresh |
< Back. | Mext = I Cancel | Help |
] 4
FTE

ﬂ;’Star | J @ é

J B Command P... | T 50L Server ...

Documentz, ... ”‘@’ Install a S...

Supply an IP address and click “Next”,

Cluster Network Configuration

Select network resources for your SQL Server Failover cluster,

Cluster Adm...

SRR eE 100

1 [m]

Setup Support Rules

Produck Key

License Terms

Feature Selection

Instance Configuration

Disk Space Requirements
Cluster Resource Group
Cluster Disk Selection

Cluster Network Configuration
Cluster Security Policy

Server Configuration
Database Engine Configuration
Error and Usage Reporting
Cluster Installation Rules
Ready ta Instal

Installation Progress

Complete

Specify the network settings for this Failover cluster:

V| 1P Type Address Subnet Mask

Mebwark

e 172.168.10.17 255.255.0.0

Local Area Connection

Refresh |

< Back |

MeXE > |

Cancel | Help |

4

Et;'start| | & &

FT

J B Command P... | 1 SGL Server ...

Documentz2,... ”‘.m‘ Install a 5...
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Supply the security group resources for the clustered SQL Server services and click

“NeXt”,

I nstall a SQL Server Failover Cluster
- Cluster Security Policy

H Configure the security policy For your SQL Server Failover cluster,

I [m]

Setup Support Rules
Pt ity Server service accounts as members.

License Terms

Specify global or local security domain groups for the clustered services that will be installed as part of your
SQL Server failover cluster, All resource permissions are controlled by domain-level groups that include SQL

Database Engine domain group: IUKTRADING'!,SQLZKSXIS‘I

Feature Selection

Instance Configuration SOL Server Agent domain group: IUKTRADING'!,SQLZKSXIS‘I
Disk Space Requirements
Cluster Resource Group
Cluster Disk Selection

Cluster Metwork Configuration
Cluster Security Policy
Server Configuration

Database Engine Configuration
Error and Usage Reporting
Cluster Installation Rules
Ready ta Instal

Installation Progress

Complete

L]

< Back |

Mext = | Cancel |

Help

4

FT

xilstart| | @ &

Document2.... ” 1 Install a 5...

J BN Command P... | 5 SQL Server ...

Supply your service account details and passwords and click the “Collation” tab,

I nstall a SQL Server Failover Cluster

- Server Configuration

H Specify the configuration,

Cluster Adm...

L= I E?,I. 14‘:13

I [m]

Setup Suppork Rules Service Accounts | Callation |
Product Key

License Terms

Microsoft recommends that you use a separate account for each SCGL Server service,

Feature Selection

Instance Configuration

Disk Space Requirements

Service Accounk Marne Password Startup Type
SOL Server Agent | Manual ﬂ
SQL Server Database Engine Manual ﬂ

Cluster Resource Group

Cluster Disk Selection

Cluster Metwork Configuration

Use the same account For all SQL Server services |

Cluster Security Policy
Server Configuration
Database Engine Configuration

v e U e Femaring information, click Help,

These services will be configured automatically where possible to use a low privilege account, On
some older Windows versions the user will need to specify a low privilege account, For more

Cluster Installation Rules Service | ccount Mame Password Startup Type
Ready to Instal Filter Daeman Launc. .. Manual
Installation Progress SOL Server Browser NT AUTHORITYILOCAL ... Aukomatic j
Complete |
< Back | Mext = | Cancel | Help |
i 4
P

ct‘start| & &
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Select the collation and click “Next”,

I nstall a SQL Server Failover Cluster

- Server Configuration

=101 ]

H Specify the configuration,

Setup Support Rules Service Accounts

Product Key

License Terms Database Engine:

Feature Selection Latinl_General_CI_AS Customize, .,

J

Instance Configuration Latinl-General, case-insensitive, accent-sensitive, kanatype-insensitive, width-

insensitive for Unicode Data, SQL Server Sort Order 52 on Code Page 1252 for non-
Unicode Data

Disk Space Requirements
Cluster Resource Graup

Cluster Disk Selection Analysis Services:

Cluster Network Configuration -
Latinl_General_CI_AS

Customize. .. |

Cluster Security Policy
Latinl-General, case-insensitive, accent-sensitive, kanatype-insensitive, width-

Server Configuration insensitive

Database Engine Configuration
Error and Usage Reporting
Cluster Installation Rules
Ready to Instal

Installation Progress

Complete
< Back | Mext = | Cancel | Help |
| 4
FTF T T
@& startl J @ g J B Command Prompt...l %4 SOL Server Instal... Document2. rtf - L., “ 7 Install a SOL Se... |‘~ DH DH E?p 1417

Provision administrator accounts and any data directories then click “Next”,

I Install a SOL Server Failover Cluster

- Database Engine Configuration

=1o1x]

H Specify Database Engine authentication security mode, administrators and data directories,

Setup Support Rules Account Provisioning | Data Directaries | FILESTREAM

Product Key

License Terms Specify the authentication mode and administrators for the Database Engine.

Feature Selection

Authentication Mode

Instance Configuration

Disk Space Requirements
Cluster Resource Group
Cluster Disk Selection

Cluster Network Configuration
Cluster Security Policy

Server Configuration
Database Engine Configuration
Error and Usage Reporting
Cluster Installation Rules
Ready to Install

Installation Progress

(" Windows authentication mode

* Mixed Mode (SQL Server authentication and Windows authentication)

Built-in SCL Server system administrator account

Enter password: quuu.|

Confirm password: quuu.

Spedify SQL Server administrators

S0L Server administrators
have unrestricted access
to the Database Engine.

Complete
Add Current User | add... | Remove |
< Back | Mext = | Cancel | Help |
i 4
FTF T T
@& startl J @ Q J BN Command Prompt...l T4 SQL Server Instal... Document2. rkf - ... “ % Install a 501 Se... |‘~ DH 3H E?p 14:18
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I nstall a SOL Server Failover Cluster

Database Engine Configuration

Specify Database Engine authentication security mode, administrators and data directories,

=10 ]

Setup Support Rules

Product Key

License Terms

Feature Selection

Instance Configuration

Disk Space Requirements
Cluster Resource Group
Cluster Disk Selection

Cluster Metwork Configuration
Cluster Security Policy

Server Configuration
Database Engine Configuration
Error and Lsage Reparting
Cluster Installation Rules
Ready to Install

Installation Progress

Complete

Account Pravisioning | Data Directries

Data root directory:

System database directory:
User database directory:
User database log directory:
Temp DB directory:

Temp DE log directory:

Backup directory:

FILESTREAM |

IR:'lI
R\MSSGLL0,MSSOLSERVERMSSGL Data

|R:MSSQL10.MSSQLSERYER MSSQLIData

|R:MSSQL10.MSSQLSERYER MSSQLIData

|RAM35QLL0.MSSQLIERVER|MSSQL|Data

|R:MSSQL10.MSSQLSERYER MSSQLIData

|R:MSSQL10.MSSQLSERYER MSSQLBackup

bl bl L

< Back | Mext = |

Cancel | Help

4

i;start| | @ &

T

J B3 Command Prampt... | % 50L Server Instal...

Review the cluster installation rules and click “Next”,

nstall a SQL Server Failover Cluster

Cluster Installation Rules

=1olx]

Setup is running rules to determing if the Falover cluster installation operation will be blacked. For more information, click Help.,

Document2.rtf - ... |[ 5 Install a 5oL se... | 748 B 2 @ 14118

Setup Support Rules
Product Key

License Terms

Feature Selection
Instance Canfiguration

Disk Space Requirements

Operation completed. Passed: 9,

Failed 0. Warning 0. Skipped 0.

Hide det:

<

Wiew detailed report

Re-run |

Cluster Resource Group — Rule Status
Cluster Disk Selection @ Cluster supported for edition Passed
Cluster Network Configuration @ Operating system supported for edition Passed
Cluster Security Policy (2 | windows Server 2003 FILESTREAM Hatfix Check Passed
S T @ Cluster Resource DLL Update Restart Check Passed
Database Engine Configuration -
" (D |FaTaz File System Passed
Errar and Usage Reporting =
Cluster Installation Rules @ S0L Server 2000 Analysis Services (64-bit) install ackion Passed
Ready to Install @ Instance name Passed
Installation Progress (D |Previous releases of Micrasaft visual Studia 2008 Passed
S @ Update Setup Media Language Compatibility Passed
< Back | Mext = | Cancel | Help |
, 4
FTF T T
ijstartl J B a8 J B Command Prompt...l A5 50L Server Instal... Document2.rtf - .., “ 7 Install a SOL Se... | L B | 14e
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Click “Install” to create the clustered instance of SQL Server 2008. The arrows below
indicate that this installation is slipstreaming Service Pack 1.

I %4 Install a SQL Server Failover Cluster 10 =|

Ready to Install

Werify the SCL Server 2008 features to be installed., /
Setup Suppart Rules Ready to install the SQL Server 2003 Failover cluster: /

Product Key = summary -
License Terms Edition: Enterprise
- fction: InstallFailoverCluster {Slipstream)

Feature Selection

- General Configuration

-- Features

Disk Space Requirements [ Instance configuration

Cluster Resource Group [} Shared component root direckory
Shared feature directory: C:\Program Files\Microsoft SQL Ser
. Shared feature (WOWE) directory: Ci\Program Files (x;
(- Error and Usage Reporting

Instance Configuration

Cluster Disk Selection

i Ft S0L S
Cluster Metwork Configuration ierosaft SO Server)

Cluster Security Policy - Usage Reporting: False
Server Configuration ‘- Error Reporting: False
Database Engine Configuration £l Slipstream

PCU source directory: CHSPL
- CU source direckory: undefined
[=- Instance configuration

Error and Usage Reporting

Cluster Installation Rules

Ready to Install =N Agent
Installation Progress [l Service Configuration
- ecount: UKTRADING x64sglzka-sry
Complete
i Startup Type: Manual LI

Configuration File path:

IC:'l,Program Files\Microsoft SGL Server!100%Setup BootstrapiLogy20100514_135428)ConfigurationFile.ini

< Back | Install | Cancel | Help |

4
FTF T T
@& startl J @ F-) J B Command Prompt...l 4 SOL Server Instal...l Docurment2.rtf - ... “ % Install a SOL Se.., |‘:‘i DH DH 2 14:20

When the installation completes click “Close” to finish and you will be returned to the
SQL Server 2008 splash screen. Close the splash screen and the active setup in the
command window will complete, you may now close the command window.
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4.2 ADD A CLUSTER NODE TO AN EXISTING CLUSTERED INSTANCE

Before launching the installer you will need to perform exactly the same steps as you
carried out for the installation of the first node (pre regs and slipstream initiation). The
setup will slipstream the service pack to ensure a smooth installation.

To add a node to an existing instance, select “Add node to a SQL Server failover
cluster”. The Add cluster node wizard is exactly the same as the initial install up to the
point where you specify licence key details. From here the installation continues as
shown below.

Confirm the instance you want to join and click “Next”,

I % Add a Failover Cluster Node o =] 5
Cluster Node Configuration

Add a node to an existing SQL Server Failover cluster,

Setup Suppart Rules
Product Key

) SOL Server instance name:
License Terms

Cluster Node Configuration Marmne of this node: IWZKSSQLZKB-Z

Service Accounts

Cluster
Metwark
Iame

MSSQLSERVER. SQLEngine, SQLEngine\Rep. .. | W2K3SOL2KE-1

Instance

Name Features MNodes

Error and Usage Reporting
Add Node Rules
Ready to Add Node

Add Mode Progress

Complete

< Back. | Mext = | Cancel | Help |

L 4
@# startl J @ g J B Command Prompt...l Document2,rtf - ... | 4 SOL Server Instal... “ 1 Add aFailover ... |:‘i 39 DH E?p 17:21
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Supply any passwords and click “Next” to continue,

dd a Failover Cluster Node

Service Accounts

Spedify the configuration,

1 [m]

Setup Support Rules
Product Key

License Terms

Cluster Mode Configuration
Service Accounts

Error and Usage Reporting

Microsoft recommends that you use a separate account For each SCL Server service.,

Service Account Mame Password Skartup Type
SC0L Server Database Engine UKTRADING x64sqlZka-sry  (eesssssss IManual
SGL Server Agent UKTRADING xG4sqlzki-sry | ssssssses Manual

Add Mode Rules Wse the same account Far all SGL Server services
Ready to Add Node
Add Mode Progress
I These services wil be configured automatically where possible to use a low privilege account. ©n some

Corrplete older Windows versions the user will need to specify a low privilege account. For more information, click

Help.

Setvice | Account Mame Password Starkup Type
(=T ET T W ETH T =T [T ALITHORITY\LOCAL SE... Manual
S0L Server Browser MT AUTHORITY\LOCAL SE... Aukomnatic
< Back | Mext = | Cancel | Help |

4

ri;'start' | @ &

J B8 Command Prompt...

Review the install rules and click “Next”,

I dd a Failover Cluster Node

Add Node Rules

Sekup is running rules to determine if the add node process will be blocked. For more information, click Help.

Documentz.rkf - ... | % SQL Server Instal... “ T Add aFailover ...

N ?pl. 1?::22

=10 ]

Setup Suppoart Rules
Product Key

License Terms

Clusker Mode Configuration
Service Accaunts

Error and Usage Reporting

Operation completed, Passed: 11, Failed 0. ‘Warning 0. Skipped 2.

View detailed report:

Re-tun |

Add Node Rules = Rule Hlsly =
Ready to Add Node @ Mumber of cluster nodes supported For edition Passed
Add MNode Progress @ S0L Server Database Services feature state (W2K3S0L2KE-2) Passed
Complete @ S0L Server Analysis Services Feature state (W2K3S0L2KE-2) Mok applicable
@ Mode and cluster edition match Passed
@ wWindows Server 2003 FILESTREAM Hatfix Check Passed
@ Cluster Resource DLL Update Restart Check Passed
(D |FaT32 File System Passed
@ S0L Server 2000 Analysis Services (64-bit) install action Passed
@ Instance name Passed i
@ Previous releases of Microsoft Visual Studio 2008 Passed
@ Update Setup Media Langquage Cormpatibility Passed LI
< Back | Mext = | Cancel | Help |

4

fﬁstart| | & &

J B Command Prompt. ..
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To add the cluster node click “Install”. The arrows indicate that this installation is

slipstreaming the service pack.

dd a Failover Cluster Node

=0l
°  Ready to Add Node
1 Werify the SCL Server 2008 Features to be installed as part of the add node operation,
Setup Support Rules Ready to add this node to the SQL Server 2008 Faibw/uster:
Product Key = Summary a
License Terms - Edition: Enterprise
Cluster Node Configuration Action: AddMode (Slipstream)
. [l General Configuration
Setvice Accounts :
. - Features
Errar and Lisage Reporting Database Engine Services
Add Mode Rules S0L Server Replication
Ready to Add Node Full-Text Search
Business Inteligence Development Studio
Add Mode P
e el Client Tools Connectivity
Complete Clignt Tools Backwards Compatibility
IManagement Tools - Basic
Management Tools - Complete
[=- Instance configuration
Instance Mame: MISOLSERVER
Instance I0: MS5SQLSERVER,
(- Instance IDs
S0L Database Engine: M3SQL10, LSERYER
[=1- Slipstream e
i+ PCU source directory: C:15P1 LI
Configuration file path:
IC:'l,Program Files\Microsoft: SQL Server) 1004 Setup Bootstrapilogi20100514 1714000 ConfigurationFile.ini
< Back | Install I Cancel | Help |
i 4

ct‘start| HEY:]

J BN Command Prompt. ..

Documentz. rkf - ... | 4 SQL Server Instal... “ T Add a Failover

Setup progress!

I dd a Failover Cluster Node

Add Node Progress

- |2EES 1?I:23

=1o1x]

Setup Support Rules
Product Key

License Terms

Cluster Mode Configuration
Setvice Accounts

Error and Usage Reporting
Add Mode Rules

Ready to Add Mode

Add Node Progress

Complete

Performing Windows Installer actions.

Install_sql_common_core_Cpué4_Action :

Sqlmsirc_CheckFeatureDependency 64,

[exk = I

Cancel | Help |

4

ct‘start| HEY:]

J BN Command Prompt. ..
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Click “Next” to complete setup.

| Add a Failover Cluster Node 18] =]

Add Node Progress

Setup Support Rules Setup process complete

Product Key

License Terms

Cluster Mode Configuration T m— Status
Service Accounts (D |Database Engine Services Success
Error and Usage Reporting [;i SGL Server Replication Success
Add Nods Rules (2 |Full-Text Search Success
Ready to Add Node (D | Client Taals Connectivity Success
Add Node Progress (2 |Management Tacls - Complete Success
Complete [;i Client Tools Backwards Compatibilicy Success

(;i Business Inteligence Development Studio Success

[;i Management Tools - Basic Success

Cancel | Help |

4
Docurment2. rtf - ... | 1 SOL Server Instal... “ T Add a Failover ... |;“~, 31;4 31;4 % 19:47

A’b‘Startl J =N J B Command Prompt. ..

Click “Close” to finish.

| Add a Failover Cluster Node 10l =|

Complete

‘four SQL Server 2003 Failover cluster add node operation is complete.

Setup Support Rules Summary |og file has been saved ta the Following location:
Produck Key Ci\Program FilesiMicrosoft SOL Serveril00iSetup Bootstrapiloqi20100514 1714000Summary w2k3sol#ks-

License Terms 2 20100514 171400, kxk

Cluster Nade Configuration Information about the Setup operation or possible next steps:

Service Accounts
@ ‘four SQL Server 2008 Failover cluster add node operation is complete,
Error and Usage Reporting
Add Mode Rules

Ready to Add Node

Add Mode Progress

Complete

Supplemental Information:

The Following notes apply to this release of SQL Server only. ﬂ
Microsoft Update

For infarmation abouk how ko use Microsoft Update to identify updates for SQL Server 2008, see the

Microsoft Update Web site <http:jfgo.microsoft, com/Fwlink/?LinkId=108409= at

http: figo.microsoft, comFwlink/?LinkId=108409,

Reporting Services

Jud|

Close | Help |

4
N RE

A’ﬁ'Startl J @ F-) J B Command Prampt. ..

Document2. rkf - L., | 4 SQL Server Instal... “ T Add a Failover ... |
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The command window completes. The node has now been added to the failover
cluster.

et Command Prompk

Microsoft Windows [Uersion 5.2.37781]
¢G> Copyright 1985-2883 Microsoft Corp.

C:xDocuments and Settingss~Administrator . UKTRADING>cd
Cinra:l
Z:xrsetup APCUSource=C:~5

Microsoft (R)> 8QL Server ZBEB Setup 10.00.1680.22
Copyright {(c¢> Microsoft Corporation. All rights reserved.

AR
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5 APPENDIX A NAMED INSTANCES & NETWORK NAMES

5.1

5.2

During SQL Server installation setup requires you to supply an instance name for the

SQL Server instance you are installing. On a non clustered system, the machine

name is the instance name prefix. A virtual network name is essentially the same as a
machine name in that it must be unique on the network.

Installations of SQL Server allow only one default instance, after that the rest must be

named.

Take the following scenarios

NON CLUSTERED

A non clustered server named \MYSERVER has 2 SQL Server instances installed to
it. When the administrator installed SQL server they created a named instance using
the name “Instance1” and a default instance.

To log on to each instance you would use,

Default
MYSERVER
Named

MYSERVER\Instancel

CLUSTERED

A 2 node clustered system exists using the following details,

Nodel

Name = CL-01-001
IP =10.200.1.17

Windows Cluster
Name = CLU-01-001
IP=10.200.1.12
Default SQL Instance

Network Name = DB-01-011
Instance Name =

Node 2

Name = CL-01-002
IP=10.200.1.18

Named SQL Instance

Network Name = DB-01-013
Instance Name = MSUAT
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You can see the complexity added to the system as there are now more names and
IP addresses used for the same computers. In the clustered environment it is
important to remember to disregard the node names and IP addresses when
connecting to SQL Server. Everything is referenced by the Network name. In the
clustered environment the Network Name and note the machine name forms the
instance prefix.

To logon to the default instance you use

DB-01-011

To logon to the named instance you use

DB-01-013\MSUAT

Practice these by using names of your own to substitute the items above and ensure
you understand default and named instances in both clustered and non clustered
environments.
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