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1 PURPOSE OF THE DOCUMENT

This document explains how to create a virtual 2 node SQL Server cluster using
VMWare Server 2.0.1, Windows 2008 Enterprise 64bit and SQL Server 2005
Enterprise 64 bit. For the purposes of this document the following apply;

Fail-Over A Microsoft Cluster implementation method

SSMS SQL Server Management Studio

T-SQL Transact SQL (the native SQL Server command language)

MSCS Microsoft Cluster Services. The underlying technology for SQL
Server Fail-Over clustering

NIC Network interface card

Virtual Server
Name

A unigue computer name in the domain. During fail-over this
computername is passed from one node to another

Virtual IP Address

A unique IP Address in the network. During fail-over this IP
Address is passed from one node to another

NOS Operating System

Node A host which participates in a cluster

Quorum The centralised repository used by MSCS

Heartbeat A segregated private network for communication detection between

nodes

Active\Passive

A cluster configuration which involves an active node and a passive
node. The passive node becomes active on Fail-Over.

1.1 AUDIENCE

The document is intended to be accessible by Support representatives expressing a
wish to learn more about Windows\SQL Server clustering with a view to supporting
the SQL Server application under this platform. It is not expected that the reader is
familiar with the Windows operating system and MSCS.

2 CLUSTERING BRIEF OVERVIEW

MSCS involves 2 or more computers (they don’t have to be physical you can use
virtual machines too) configured into a cluster relationship, however they do all have
to use the same NOS (i.e. Enterprise or Datacentre). This technology requires a
central, shared storage (it cannot exist on the machine itself). Clusters use Virtual
Server Names and Virtual IP Addresses to create a reference for the network
connection to the clustered application. For example SQL Node 1 has a
computername of S-DBA-SQL-P01 and IP Address of 10.20.0.120. SQL Server
instance, INST1 has a computername of S-DBA-SQL-C03 and IP Address of
10.20.0.126. All network calls to the SQL Server instance 1 are made through the
virtual server name and IP address, not the Nodes actual name or IP Address. During
fail-over this virtual name is de registered and re registered and along with the IP
address passed to the partner Node like a ticket, re directing network calls to the new

Node.
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3 CREATING THE WINDOWS CLUSTER

3.1

MSCS for Windows 2008 has changed and is now more stringent upon the supported
resources for clustering, especially storage. To emulate storage that supports SCSI-3
persistent reservations, we are using FreeNAS as a virtual SAN device. The first steps in
this article, install and configure the VMWare Server hypervisor and then the FreeNAS

virtual machine.

INSTALL & CONFIGURE VMWARE SERVER

Note: For this to be workable you must have sensible hardware
available. You will need a multi socket, multi core machine and
plenty of RAM and disk space.

Install VMware Server 2.0.1 and then ensure you add your domain account to the
following local group on your pc

__vmware__

Login to the Vmware Server console supplying your domain account and password,

you see the following;

@ v £ biipsy 9531833004 fe " HostSystemiha host' et true 0}

[ certfeste emar | 44 | % | |2

fle Edt Vew Favorites ook Help

w [@VMW&VE[nFraslru[tureWehA[[ess

wil VMware Infrastructure Web Access

Application Virtual Machine Administration ‘ B0 P&

Bv B & - [eage - GhTads -

Help | Virtual Appliance Marketplace | Log Out

Inventory b es5918 _
Summary | Virtual Machines | Tasks| Events | Permissions |
General [F] Commands &
[@ Hostname 95918. & Create virtual Machine
Manufacturer Dell Inc. Add Virtual Machine to Inventory
Model OptiPlex 745 Add Datastore
Configure Options
@ Processors Intel(R) Pentium(R) D CPU 3.40GHz Edit Host Settings
Edit Virtual Machine Startup/Shutdown Settings
1cCpPU
Refresh Network List
Usage - 1525.00 MHz
VMware Tips &
Memory 1.98 GB
Usage _— 798 MB
Datastores =]
Name Capacity Free Space Location
standard 137.3GB 118.12 GB C1Wirtual Machines\,
< | #| Upgrade to VMware Infrastructure at a price you can
afford!
Networks
or 1| | 1mprove server utilization and get higher performance.
Name WMnet Type
Bridged vmnetd bridged
HostOnly wmnetl hostanly
NAT vmnets nat
< -
< >
Task Target Status Triggered At Triggered by Completed At
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Open the VMWare “Manage Virtual Networks” option from the Start menu and go
straight to the “Host virtual adapters” tab as shown below.

Add a new virtual adapter for VMnet2 and VMnet3 then click “Apply”

=+ Virtual Network Editor

Summary | Automatic Eridging | Host virtual Metwork Mapping  Host Virtual Adapters ]DHCP | mar |

The list below shaws which virtual networks have host virtual adapters - virtual Ethernet
adapters that allow the hast computer o connect ko the nebwork,
Metwork Adapter Yirtual Metwork | Skakus
BEEurware Network Adapter YMnet1 YMnetl Enabled
BB vMware Network Adapter YMnets YMnets Enabled
| | |

Now go to the DHCP tab and remove any DHCP assignments (click each item and
remove) the click “Apply”.

=+ Yirtual Network Editor

Summary ] Autarmatic Bridaing ] Host Yirkual Metwork Mapping ] Host Virtual Adapters  DHCP INF\T ]

D Use this page to configure the Dynamic Host Configuration Protocol settings For individual wirtual
= networks as well as control the DHCP service,
DHP
Wirtual Metwork Subnet Metmask Description
WMinetl 192,168, 1, 0 295,255,255, 0 vrmnetl
WMnetz 10, 10,10, 0 285,255,255, 0 wneks
YMnets 192,168,140, 0O 295,255,255, 0 ymnets
| |
DHCP service
Service skatus: Started Skark
Service request: Skop
Restart

(0] 4 | Cancel | | Help |
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Go to the “Host virtual network mapping” option and change the subnets to be used
for VMnet 1, 2 & 3. Do this by clicking the arrows (indicated) and selecting “Subnet”

from the pop-up menu

=+ Virtual Network Editor,

[1]

Summary | Automatic Bridging  Host Virtual Network Mapping | Host Virtual Adapters | DHCP | AT |
ﬂ IUse this page ko associake individual virtual networks to specific phsical and virkual netbwork,
m  =dapters as wel as change their settings,
WMnetd: | Bridged ko an automatically chosen adapter ﬂ =
WMnetl: BB vt host ﬁ‘_&l\
oy
YMnet2: |ﬂﬁ WM Heartheat j\il\
ey
YMnet3: |ﬂﬁ WMware Metwork Adapter WMnet3 v E
Whinetd: | Mat bridged [ _|:=
YMnetS: | Mat bridged [ _|:=
Yhnets: | Mat bridged [ _|:°
YMnet7: | Mat bridged [ _|:°
WMnekd: |ﬂ YMware Metwork Adapker ¥Mneks j =
YMneta: | Mat bridged [ _|:°
(0] 4 Cancel Help |

For VMnetl set the IP address to 192.168.1.0

Subnet [5_<|

IP Address: | 192 . 168 . 1 . 0

Subret Mask: | 255 . 255 ., 255 . 0

Cancel

For VMnet2 set the IP address to 10.10.10.0

Subnet ['5_(|

IP Address: | 0 . 10 ., 10 . 0

Subnet Mask: | 255 . 255 . 255 . 0

Cancel
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For VMnet3 set the IP address range to 192.168.93.0

Subnet [‘5—<|

IP Address: | 192 ., 165 . 93 . O

Subnet Mask: | 255 . 285 ., 255 . 0

Cancel

Click “OK” to exit the virtual network editor

It's a good idea to open your host machine network connections and rename the
virtual LAN adapters to something a little more meaningful, as shown below;

"= Network Connections |'._||'E| E|
File Edit ‘“ew Tools Advanced Help : ,'
\ \ = . i T
o d lﬁ 7 Search = Folders =" x n
Address |€__; Network Connections v| -
Marne Type Status Device Mame Phone # ot He

LAN or High-Speed Internet

<L WMware Metwork Adapter YMnets LAN or High-Speed Internet Connected, ... YMware Virtual Ethernet Adapter for YMnets
< WM ko hiost LAM or High-Speed Inkernet Connected, ... YMware Virtual Ethernet Adapter For YMnetl
A WMISCST Metwork, LAN or High-Speed Internet Connected, ... WMware Virtual Ethernet Adapter for YMnet3
L vM Heartbeat LAMN or High-Speed Internet Connected, ... WMware Virtual Ethernet Adapter for YiMnetz
WM ocal Area Connection LAM or High-Speed Inkernet Connected, ... Broadoom Met¥treme S7xx Gigabit Controller
Wizard
’,‘__-| Mews Connection Wizard Wizard [V
< >

Click the “refresh networks list option” within the VMWare Server console to refresh
the virtual networks.
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With the VMware Server console installed and configured and the virtual networks
created, it's now time to create a datastore to hold all the ISO images we wish to

install from.

Select the host node in the server console as shown below and under “Commands”

click “Add datastore”;

il VMware Infrastructure Web Access ,

Application Virtual Machine Administration ‘ FEE |

Help | Virtual Appliance Marketplace | Log Out

Inventory g . s
Summary | Virtual | Tasks||Events|| ]
General [F] Commands (il
4 r [ Hostname 95918 & Create virtual Machine
Manufacturer Add Virtual Machine to Inventory
Model Add Datastore
Configure Options
@ Processors Intel(R) Pentium(R) D CPU 3.40GHz Edit Host Settings
L cru Edit Virtual Machine Startup/Shutdown Settin
Refrash Network List \
Usage | 678.00 MHz
VMware Tips (=]
Memory 1.88G8
Usage || 717 MB.
Datastores [
Name Capacity Free Space Location
standard 137.3 GB 105.12 GB Ci\irtual Machines\
< 3| Upgrade to VMware Infrastructure at a price you can
= afford
Netw
or! 1| improve server utilization and get higher performance.
Mame Vhnet Type
Sridged vmneto bridged
HostOnly vmnet1 hastonly
NAT vmnets nat
] B
< >
Task Target Status Triggered At Triggered by Completed At

At the dialog supply a datastore name (ISOs) and a local path (C:\ISOs) then click

“OKH;

@| Add Datastore »

Name:

(=) Local Datastore

Map a directory on the host system as a
datastore.

Directory Path:

) CIFS

Use a shared folder over a network
connection as a VMware datastore.
Properties:

Server: | |

Examples: SERVER,
nas.example.com,

192.168.0.1

Folder: | |
Examples: YcommoniISO-
images, d§

Authorization:

Username: | |
Examples:
MYDOMAIN\user,
SERVER\user

Password: | |
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3.2

CREATE & CONFIGURE THE NAS VM

The first VM we need to create is the NAS server. Create a new VM with the following
properties;

fgh Create Virtual Machine x

{ | Pages Guest Operating System
Mame and Location #

Guest Operating System Select the operating system you plan to install in your virtual machine.

Your selection will be used to recommend settings and optimize
performance.

COnce the virtual machine has been created, vou will need to install this
operating system from your own installation disc.

Operating System: () Windows operating system
() Mowvell Netware
() Solaris operating system
(O Linux operating system
(3) Other operating systems

ersion: FreeBSD (64-bit) -

Product Compatibility

vels | pack | next [ cancel |

Add a 2GB virtual hard disk and a network adapter. Bind the virtual NIC to whichever
virtual switch you want to use for the iISCSI network (VMNET2 in my case).

Boot the ISO image accepting all defaults. Once the NOS has booted (shown below),
select option 9 from the menu.

-

- NASTest W
=*#xx This is FreeMAS, wversion B.7.1 (revision 5824)
built on Tue Jan 26 HBA:11:57 UTC 26818 for i3B6-liwvecd
Copyright (C) 2885-2818 by Olivier Cochard-Labbe. All rights reserved.
UVigsit http:/#WWKW. freenas.org for updates.
LAN IPvd4 address: 192.168.1.258
Port configuration:

LANH -» emd

Console setup

Assign interfaces

Set LAN IP address

Reset HWebGUI password

Reset to factory defaults

Ping host

Shell

Reboot system

Shutdown system

InstallsUpgrade to hard drive-flash device,
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You want to install the Full OS using the 3rd option.

pr

NASTest

oUW NS

Install 'embedded’ 0S on HDD-Flash-USE

Install 'embedded’ 0S on HDD-Flash-USE + DATA + SWAP partition
Install "full® 0OS on HDD + DATA + SWAP partition

Upgrade ’'embedded’ 05 from CDROM

Upgrade 'full® 0OS from CDROM

Upgrade and convert *full’ 0S5 to ’'embedded’

< Exit >

NASTest

FreeNAS 'full’ installer for HDD.

Create MBR partition
Create MBR partition
Create MBR partition

Easy to customize (e.

using UFS, customizable size for 0S5
using UFS, for DATA

as SHAP

install additional FreeB3D packages)

HWARNING: There will be some limitations:
1. This will erase ALL partitions and data on the destination disk

<Cancel>
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Select “OK” for the CD drive,

NASTest e Remate C

Select CD/DUD drive for installation.

{ Muware Uirtual IDE CDROM Drive-HHB8086881

<{Cancel>

To direct input

Select media where FreeNAS 03 should be installed.

laB?B848MB <UMware, UMware Uirtual S 1.8>

<Cancel>

To direct input to al machine, p
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Supply the OS partition size of 512MB,

r MASTest YMware Remote Console  Dew

l512|
{Cancel>

I Enter the size for O3 partition in MB (min 128MB):

To direct input ta irtual machire,

¥ NASTest MwareRe

< pes >

I Do you want to add a sWap partition?

To direct input ta irtual machire, : Chil+G. -@L—'::' |:| @mare‘
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Supply the swap partition size of 1024MB,

NASTest

Enter the size of the swap partition in MB.

l1az4|

<Cancel>

Installation completed, press “Enter” to continue.

NASTest

GEOM_LABEL: Label ufs/root removed.

GEOM_LABEL: Label ufsid-4b7?abh381f2hf25dc removed.

Installing system files on device daBsl.

GEOM_LABEL: Label for prowvider daBsl is ufsid-s4b7ab381f2bf25dc.
GEOM_LABEL: Label for prowvider daBsl is ufs-root.

UnHount CDROM.

FreeNAS has been installed on daBsl.
You can now remove the CDROM and reboot the PC.

To use the DATA partition:

— Add the disk daB on the ’'DisksiManagement’ page.

— Add the mMount point on the 'DisksiMount PointiManagement’ page.
Use the following parameters:
Disk daB, Partition 2, Partition type MBR, Filesystem UF3

To use the SHAP partition:

— Enable swap space usage on the ’'SystemifAdvanced:Swap’ page.
Use the following parameters:
Type: Device, Device: /dewrsdaBs3

D0 NOT format the drive daB! The DATA partition has already been
formated for you as part of the installationt

Press ENTER to continue.
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Now select “Exit” to finish.

Upgrade ‘embedded’ 0S from CDROM
Upgrade *full' 0S from CDROM

= T TN

Install ‘embedded’ 0S on HDD-Flash-/USB
Install ‘embedded’ 0S on HDD-/Flash-USB + DATA + SWAP partition
Install *full’ OS5 on HDD + DATA + SWAP partition

Upgrade and convert 'full’ 0S8 to 'embedded’

<ot >

=*xx This is FreeMAS, wversio

B.7.1 (revision 5824)

built on Tue Jan 26 HBA:11:57 UTC 26818 for i3B6-liwvecd
Copyright (C) 2885-2818 by Olivier Cochard-Labbe. All rights reserved.

UVizsit http:/#WHKW. freenas.ory for updates.
LAN IPvd4 address: 192.168.1.258
Port configuration:

LANH -» emd

Console setup

Assign interfaces

Set LAN IP address

Reset HWebGUI password

Reset to factory defaults

Ping host

Shell

Reboot system

Shutdown system

InstallsUpgrade to hard drivesflash device,
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The LAN configuration starts as follows. Select whether to use DHCP (no for our
scenario)

r NASTest “YMware Remate C

Do you Wwant to use DHCP for interface?

AT < Mo

To direct input ke ual machine

Enter the new LAN IP address

r NASTest YMware Remote Console  Dev

Enter new LAH IPwd address.

llB.lB.lB.ZI

{Cancel>

To direct input ta th 1al machine, pr
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Supply the Network mask (using CIDR notation),

¥ NASTest

Enter new LAN subnet mask. Subnet masks are entered as bit
counts (as in CIDR notation).

e.g. 255.255.255.8 = 24
255.255.8.8 16
255.8.8.8 =

[24|

{Cancel>

To direct input t

Select “no” for the IPv6 configuration,

¥ NASTest

Do pou want to configuration IPv6 for this interface?

< ves > <o >
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Press “Enter” to continue,

r MASTest YMware Remote ©

Initializing interface. Please wait...

The LAN IP address has been set to:
IPv4: 18.18.18.2-24

You can access the WebGUI using the following URL:
http:--18.1068.18.2:88

Press ENTER to continue.

To direct input to irtual machine,

Shutdown the server using option 8 from the menu as we now have to create\attach

the virtual hard disk to the NAS VM that will hold our iSCSI LUNSs.

Click the “Add hardware” option and add a new disk 20GB in size, pre allocating all

disk space (shown below).

fgh Add Hardware Wizard

Pages Properties
Hardware Type

How much software and data should this hard disk be able to store?

Hard Dizk Capacity: 20 [GB [~
Location: [standard] NASTest/NASTest_2.vmdk Browse...
File Options

v| Allocate all disk space now
Split disk into 2 GB files \
Disk Mode

Virtual Device Node

Policies

relp | ack | wext [ cancel
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Once the disk has been added, boot the NAS VM and login to the NAS web
management page using the username admin and password “freenas” (without
guotes).

(& ‘j http:jf10.10.10.2)

Fle Edt Wew Faworkes Tooks  Help

w & Izﬁeenas‘\u:e\-iystem information

rreeNAS
The free network attached storage
freenas.local

System MNetwork Disks Services Access Status Diagnostics Advanced Help

The free network attached storage

Hostname fresnas.local

Version 0.7.1 Shere {revision 5024)

Built on Tue Jan 26 00:11:57 UTC 2010

0S Version FreeBSD 7.2-RELEASE-pG (revision 199506)

Platform 1386-ful on IntelfR) Pentium(R) D CPU 3.40GHz

System time Tue Feb 16 19:11:25 UTC 2010

Uptime 0 minute(s) 55 second(s)

Last config change Tue Feb 16 16:56:57 UTC 2010

CPU frequency 3425VHz

CPU usage ™) | 7%

Memory usage = |9% of 243Mi8

Load averages 0.73,0.28, 0.11 [Show process information]
Disk_1

Disk space usage | | -of B
Total: - | Used: - | Free: - | State: FAULTED

FreeNAS © 2005-2010 by Olivier Cochard-Labbe. Al rights reserved.

Done € Internet E 00 v

Go to “Disks” > “Management”. Click the + sign as indicated,

(= freenas. local - Disks| Management - Windows Internet Explorer

@ - |5 htp://10.10.10 2fcisks_manage.php

[EE

Ele Edt Wiew Favorites Tools Help

W [2Fveenas.localrDlsks\Management

ﬁl;geNAS

network attached storage
freenas. local

System MNetwork Disks Services Access Status Diagnostics Advanced Help

Disks | Management

[ELELELEATE SMART.  SCSI Initiator

Disk | Size | Description Serial

number
+
\

FreeNAS © 2005-2010 by Olivier Cochard-Labbe. All rights reserved

Standby
time

File system

Status ‘

€D Internet #100% -
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Select the disk and use ZFS pre formatted file system, then click “add”. After adding
the disk you must click the “Apply changes” button.

System HNetwork Disks Services Access Status Diagnostics Advanced Help

Disks | Management | Disk | Add

Management SMART. i5CSI Initiator

Disk | da: 204508 (vMware, VMware Virtual 5 1.0) v
|da0: 2048ME (VMware, YMware Virtual 5 1.0

Description

Transfer mode
This allows you to set the transfer mode for ATAJIDE hard drives.

Hard disk standby time
Puts the hard digk into standby mode when the selected amount of time after the last hard disk access has been elapsed.

Advanced Power Management | Disabled v
This allows you to lower the power consumption of the drive, at the expense of performance.

Acoustic level | Disabled v
This allows you to set how loud the drive is while it's operating.

SMART. [ activate 5.M.AR.T. monitaring for this device.

5.M.A.R.T. extra options |

Extra options {usually empty). Please check the documentation,

Preformatted file system ZFS storage pool device b

This allows you to set the file system for preformatted hard disks containing data. Leave 'Unformated’ for unformated disks and format them
using format menu,

Cancel

After adding the disk click “Disks” > “ZFS”. Select “Pools” > “Virtual device”. Click the
+ sign

System MNetwork Disks Services Access Status Diagnostics Advanced Help

Disks | ZFS | Pools | Virtual device

Pools Datasets Configuration
Virtual device Management Tools Information 1/0 statistics

Name | Type | Description |
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Supply a device name and select the disk then click “Add”, you must click the “Apply
changes” button afterwards.

Disks | ZFS | Pools | Virtual device | Add

Datasets  Configuration

Vi EIG S - Management Tools  Information  I/0 statistics

Name |Data_vel |
Type | stripe v
Devices

Description

‘You may enter a description here for your reference.

Now click “Management” as shown below and then click the + sign

Disks | ZFS | Pools | Management

Pools Datasets  Configuration

Virtual device IETENES M Tools Information  I/0 statistics

Hame | Size | Used | Free | Capacity Health AltRoot |

FreeNAS @ 2005-2010 by Olivier Cochard-Labbe. All rights reserved.
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Supply a name and select the virtual device then click “Add”, you must click the “Apply
changes” button afterwards.

Disks | ZFS | Pools | Management | Add

Datasets Configuration

virtual device Tools Information  I/0 statistics

Hame Data_Vol |

Virtual devices Data Vol (stripe)

Root | |

Creates the pool with an alternate root.
Mount point |

Sets an alternate mount point for the root dataset. Default is fmnt.
Description | |

You may enter a description here for your reference.

Once this is done you may then go to “Services” > “iSCSI target”. The first task is to
enable the iISCSI Target by checking the box indicated and then clicking “Save and
restart”.

Services |iSCSI Target

Settings ERETIE S Portals Initiators  Auths Media

. 2007-09.jp.ne. peach.istgt
The base name (e.g. ign.2007-09.jp.ne.peach.istgt) wil append the target name that is not starting with 'ign.'.

Discovery Auth Method uto
The method can be accepted in discovery session. Auto means both none and authentication.
Discovery Auth Group None
The initiator can discover the targets with correct user and secretin specific Auth Group.
Advanced settings
I/0 Timeout
IO timeout in seconds (30 by default).
NOPIN Interval
NOPIN sending interval in seconds (20 by default).
Max. sessions
Maximum number of sessions holding at same time {32 by default).
Max. connections
Maximum number of connections in each session (8 by default).
FirstBurstLength 55536
ISCSI initial parameter (55536 by default).
MaxBurstlength 262144
iSCSI initial parameter (262144 by default).
MaxRecvDataSegmentLength 262144
iSCSI initial parameter (262144 by default).
iSCSI Target Logical Unit Controller M Enable
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Go to the “Initiators” section and click the + sign.

Services | iISCSI Target| Initiator Group

Settings Targets Portals QROTECIGISM Auths  Media

Initiator Groups

Initiator Group Tag | Initiators | Networks ‘

A Initiator Group contains authorised initiator names and networks to access the target.

If you want all initiators to connect click “Add” (you could lock down which machines
connect by specifying their IDs here), you must click the “Apply changes” button
afterwards.

Services|iSCSI Target | Initiator Group | Add

Settings Targets Portals RLTEEIG Auths Media

Tog rumber

Numeric identifier of the group.

Initiators ALL

Initiator authorised to access to the iSCSI target. It takes a name or "ALL' for any initiators,

Authorised network 10.10.10.0/24

Network authorised to access to the iSCSI target. It takes IP or CIDR addresses or 'ALL' for any IPs.

Comment

‘You may enter a description here for your reference.

Click “Portal group” and then click the + sign

Services|iSCSI Target | Portal Group

Settings Targets QUANEINE Initiators  Auths  Media

Portal Group Tag | Portals ‘

A Portal Group contains IP addresses and listening TCP ports to connect the target from the initiator.
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Specify the portal (accept the default in our case) then click “Add”. You must click the
“Apply changes” button afterwards.

Services | iISCSI Target | Portal Group | Add

Settings  Targets A0 Tnitiators Auths Media

Tag number 1

MNumeric identifier of the group.

Portals 10.10.10.2:3260

The portal takes the form of 'address:port’. for example '132. 168, 1.1:3260" for IPv4, '[2001:db&: 1:1::1]:3260' for IPv6. the port 3260 is
standard iSCSI port number. For any IPs {wildcard address), use '0.0.0.0:3260" and/for '[::]:3260", Do not mix wildcard and other IPs at
same address family.

Comment |

‘fou may enter a description here for your reference,

Now click “Targets”. You may now set up the LUNs you wish to present to the cluster
nodes. Click the + sign to add an extent.

Services|iSCSI Target| Target

BETC S Portals  Initiators  Auths  Media

Erizn: Name | Path | Size |

&

Extents must be defined before they can be used, and extents cannot be used more than once.

TR Name |Flags ‘LUI‘IS |PG |IG |M§ |

&

At the highest level, a target is what is presented to the initiator, and is made up of one or more extents,

Note:

To configure the target, you must add at least Portal Group and Initiator Group and Extent.

Portal Group which is identified by tag number defines IP addresses and listening TCP ports.

Initiator Group which is identified by tag number defines authorised initiator names and networks.

Auth Group which is identified by tag number and is optional if the target does not use CHAP authentication defines authorised users and secrets for additional security.
Extent defines the storage area of the target.

Supply the extent name, type, path and size. Remember to click “Apply changes”
button when prompted.

Services|iSCSI Target | Extent | Add

m Targets Portals Initiators Auths Media

Extent flame

String identifier of the extent.

Type
Type used as extent,

Path |;’mnt/Data_Von’QuDrum | E]
File path (e.g. /mnt/sharename/extentfextentd) used as extent.

Size offered to the initiator. (up to 8EB=8385608TiB. actual size is depend on your disks.)

Comment |

‘fou may enter a description here for your reference,

Cancel
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Extents added! Now click the + sign next to targets and configure those.

Services|iSCSI Target| Target

m Targets Portals TInitiators Auths Media

. The changes have been applied successfully.

Targets
Extent Name Path Size
Quroum Jmnt/Data_Vol/Quorum S00MiB f x
sQLBak Jmnt/Data_Vol{sQLBak T000MB FR
5QLData Jmnt/Data_Vol/SQLData 9000MB FR
sQLLog Jmnt/Data_val/sQLLog 3000MB +R
Extents must be defined before they can be used, and extents cannot be used more than once.
Target Name | Flags | LUNs | PG | 16 | AG |
At the highest level, a targetis what is presented to the initiator, and is made up of one or more extents,
Hote:

To configure the target, you must add at least Portal Group and Initiator Group and Extent.

Portal Group which is identified by tag number defines IP addresses and listening TCP ports.

Initiator Group which is identified by tag number defines authorised initiator names and networks.

Auth Group which is identified by tag number and is optional if the target does not use CHAP authentication defines authorised users and secrets for additional security.
Extent defines the storage area of the target.

Configure the following options for each target (Quorum, SQLData, SQLLog,
SQLBak).

Services|iSCSI Target| Target| Add

Targets Portals Initiators  Auths Media

Target Name ‘Quorum |
Base Name will be appended automatically when starting without 'ign.".

Target Alias ‘ |

Optional user-friendly string of the target.

Tyoe
Logical Unit Type mapped to LUN.

Flags ‘ Read/Write (rw) w

Portal Group

The initiator can connect to the portals in spedific Portal Group.

Initiator Group

The initiator can access to the target via the portals by authorised initiator names and networks in specific Initiator Group.

Comment ‘ ‘

You may enter a description here for your reference.

Storage ‘ Quroum {jmnt/Data_vol/Quorum) v |
The storage area mapped to LUND.
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Targets added! The target name is the label presented to the computer node over the
iISCSI network.

Services|iSCSI Target | Target

Targets Portals  Initiators  Auths Media
. The changes have been applied successfully.

Targets
Extent Name Path Size
Quroum [mntfData_Vol /Quorum S00MIB &’ x
SQLBak jmnt/Data_vol 5QLBak 7000MB SR
SQLData Jmnt/Data_Vol/5QLData I000MB 7’
5QLLog Jmnt/Data_vol/5QLLog 3000MB SR
Extents must be defined before they can be used, and extents cannot be used more than once.
Target Name Flags | LUNs PG |16 |AG
ign. 2007-09.jp.ne.peach.istgt: Quorum ™ LUNO=/mnt/Data_Vol/Quorum i 1 none ,,—{/'3 %
ian. 2007-08 jp.ne.peach.istgt:S0LBak W LUND=/mnt/Data_vol/SQLBak 1 1 none | 2 $
ign. 2007-09.jp.ne.peach.istgt: 3QLData w LUND=/mnt/Data_vol/SQLData 1 1 none q& x
iqn. 2007-08.jp.ne.peach.istgt:50LLog mw LUND=/mnt/Data_vol,SQLLog L 1 none | < 3
At the highest level, a target is what is presented to the initiator, and is made up of one or more extents,
Hote:

To configure the target, you must add at least Portal Group and Initiator Group and Extent.

Portal Group which is identified by tag number defines IP addresses and listening TCF ports.

Initiztor Group which is identified by tag number defines authorised initiator names and networks.

Auth Group which is identified by tag number and is optional if the target does not use CHAP authentication defines authorised users and secrets for additional security.
Extent defines the storage area of the target.
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3.3

CREATE THE CLUSTER VM’s (DC AND CLUSTER NODES)

Now we are ready to start creating the VM'’s. Under the “Commands” section, select
“Create virtual machine”. Enter a Virtual machine name and select a datastore (this
datastore maps to a folder on your local drive) then click “Next”;

@' Create Virtual Machine b 4

Guest Operating S

Memory and Processors

Floppy Diriv

{
Properties

OER Tantre -
USE Controlle

Pages
Y

Mame and Location

Enter a descriptive name for your new virtual machine and specify the
datastore where itz configuration files will be saved.

Name: | ClusterDC |
Datastore Capacity Available
ISOs 137.3 GB 80.6 GB

standard

137.3 GB

105.12 GB

oo EEH TR

Select the Operating System type (Enterprise Edition for clustering) and click “Next”;

LE:-' Create Virtual Machine

Pages

Guest Operating System

MName and Location

SR TArtrs
USE Controlle

>

Select the operating system you plan to instal in your virtual machine.
Your selection will be used to recommend setiings and optimize
performance.

Once the virtual machine has been created, you will need to install this
operating system from your own installation disc.

Operating System: (3 Windows operating system
() Mowell Netware

() Solaris operating system
() Linux operating systam

() Other operating systems

Version: | Microsoft Windows Server 2003, Enterprise E|:I|v|

Product Compatibility
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Select the RAM (256Mb for DC and 512MB for each cluster node) and CPU (1 each)
then click “Next”;

LE:—' Create Virtual Machine x

Pages Memory and Processors
Mame and Location ~
Guest Operating System Memory

Memory and Processors

Increasing a virtual machine's memory allocation can improve its
performance but may also impact other running applications.

Size: =}

Recommended Size (256 MB)

Recommended Minimum (128 MB)
The guest operating system may not start up below this size.

e Recommended Maximum (8192 MB)
roperties Memory swapping may occur above this size.

Processors

Select the number of processars carefully. We do not recommend
reconfiguring this value after installing the guest operating system.

USE Controller Count:
ep

Select to create a new virtual disk;

& Create Virtual Machine x

Pages Hard Disk
Name and Location ~
Guest Operating System A wirtual disk iz a special type of file, which will start emall and then

Memory and Processors grow larger as you add applications and data to your virtual machine.

=+ Create a New Virtual Disk

Cheose this option to add a blank disk to your virtual machine.

Properties

Use an Existing Virtual Disk

Choose this option to reuse or share a hard disk from another
te virtual machine.

Don't Add a Hard Disk

= N 3
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Supply a size for the virtual disk and select SCSI bus (SCSI ID 0 for the VM boot
drives in our example), make sure to pre allocate the disk space for the virtual disks.
Click “Next”;

The Windows 2008 nodes need a 20GB disk drive and 10GB for the DC.

fgh Create Virtual Machine x

Pages Properties

Mame and Location Al

Guest Operating System How much software and data should this hard disk be able to store?
Memory and Processors S x]

Hard Disk Locatian: | [standard] ClusterDC/ClusterDC.vmdk |
105.12 GB available

MNetwork: Adapter File Options

Properties £ Disk Mode

CD/DVD Drive Virtual Device Mode

e Adapter: Device:

m

Policies

| sack | Nex [ cancel

Select “Add a network adapter” and the network selection browse opens

fgh Create Virtual Machine x

Pages MNetwork Adapter
Name and Location ~
Guest Operating System Network adapters give your virtual machine access to port groups that

hawve been configured for virtual machine use on the host. If no such
port groups have been configured, you will not be able to connect to
any network.

Memory and Processors

Hard Cisk
Froperties

Network Adapter

Properties

=+ Add a Network Adapter

Don't Add a Network Adapter

-
L

=)
g
L.
&

p

o

1]

o
m

Floppy Drive

Properties

2B —artrn
USB Controlle

S | et ol |
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Select “Host only” for this vNIC and click “Next”;

(g Create Virtual Machine x

Pages Properties

Mame and Location -

Guest Operating System il Which network will your wirtual machine access?

Memery and Processors Network Connection: HostOnly |v|
Eridged

Hard Disk Connect at Power On:  |[HostOnly

Properties NAT

Network Adapter

rive

)

o L
Ly LWL

=B

roperties

m

Floppy Driv

Properties

[ T
USE Controlle

S | et | conet |

Select to use an ISO image for the vCD drive and click the browse button,

Eﬂ Create Virtual Machine x
Pages CD/DVD Drive
Mame and Location ~
Guest Operating System CD and DVD media can be accessed on the host system or on your

local computer.
Memory and Processors P

Host Media
Hard Disk

. - . _
Properties Use a Physical Drive

Choose this option to give the guest operating system access to a
physical CD or DWVD drive on the host system.

Metwork Adapter
Froperties

Use an IS0 Image
Choose this option to give the guest operating system access to an
150 image residing on the host file system.

Don't Add a CD/DVD Drive

| sack | next [ cancel
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The datastore browser opens, drill down and select the Windows 2003 R2 Enterprise
ISO (or Windows 2008 for a cluster node) and click “OK”. At the “create virtual
machine window” click “Next”;

@| Select File x

Inventory Contents Information
v D-95918.corp.northamptg [:l SQL Server x86 Ent Mame: [50=
vy I IS0s tj Windows Server Enterprise 2003 R2 { | Type: Datastore
L tj S0L Server x86 E Capacity: 137.304 G
» [ Windows Server E Available:  80.604 GB
» E3 standard
3 ] | > £ ] | »
File Type: | IS0 Image (*.is0) |v|

o I

At the next screen do not add a floppy drive and click “Next”;

@| Create Virtual Machine x

Pages Floppy Drive
MName and Location S
Guest Operating System Floppy media can be acceszsed on the host system or on your local
computer.
Memory and Processors
Host Media
Hard Disk
. Use a Physical Drive
Properties | . R .
Choose this option to give the guest operating system access to a
physical floppy drive on the host system.
Network Adapter |
. -+
Properties L Use a Floppy Image

Choose this option to give the guest operating system access to a
floppy image residing on the hast file system.

CD/DVD Drive
Create a New Floppy Image

Properties . . . .
P Choose this option to create a new floppy image on the host file
system.
Floppy Drive
Froperties

Don't Add a Floppy Drive
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Do not add a USB controller and click “Next”;

@| Create Virtual Machine x

Pages USB Controller
Mame and Location
Guest Operating System A USE controller gives your virtual machine access to USE devices

Memory and Frocessors plugged into the host.

=+ Add a USBE Controller
Hard Disk

Froperties Don't Add a USB Controller

Network Adapter
Properties

CD/DVD Drive
Properties

Floppy Drive

USB Controller

Ready to Complete

At the last screen click “Finish” to complete the VM

fgh Create Virtual Machine x

Pages Ready to Complete

Mame and Location

Guest Operating System Please werify that your new virtual machine is configured correctly.

Memory and Processors Name: ClusterDc

) Location: standard

Hard Disk _ : ) ] ) )

Properties Guest Operating System:  Microsoft Windows Server 2003, Enterpri...
Memory: 256 MB

MNetwork Adapter Processors: 1

Properties Hard Dish: 8 GB
MNetwork Adapter: Using "HostOnky"

CD/DVD Drive Co/DVD Drive: Using "[IS0=s] Windows Server Enterpris...

Properties USE Controller: Mo

Floppy Drive More Hardware

USE Controller

 pover oot oo [0 M
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Create the remaining VMs (node 1 and node 2) using Windows 2008 Enterprise
software. Use a pre allocated 20GB virtual disk for each node, also add 2 more
VNICs, these will be used for the Heartbeat and iSCSI networks. This is done as
follows;

With the base VM created, select the first node and under the “Command” section
click “Add hardware”, the following screen appears. Click “Network adapter” and the
VNIC properties appeatr;

Eﬂ Add Hardware Wizard »
Pages Hardware Type

Select a device from the following list:

':'f"'d 3'_5‘ & Hard Disk

Fropertes BB Network Adapter
& co/ovD Drive

Ready to Complete & Floppy Drive

@Serial Port

eparallel Port

@ Passthrough SCSI Device
950und Adapter

@USB Controller

o | EEEE

Select the “VMnet2” option from the drop down list and click “Next”. Add in a 3" vNIC
for VMnet3, then click “Finish” to complete. Do this for the second cluster node too.

@' Add Hardware Wizard 4

Pages Properties

Hardware Type
Which network will vour virtual machine access?

MNetworle Adapter

A Metwork Connection: Bridged |v|
Rl

Connect at Power On:  |HostOnl

WMnet2
MNAT

Ready to Complete

| ack | Net [ cancel
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Install the windows operating systems on each VM and create a domain controller
with a test domain on ClusterDC. Configure Public networking between the 3 VM'’s
and join the 2 nodes to the domain. Configure the iSCSI network between the VM’s
and the NAS VM. Configure the heartbeat network between the cluster node VMs.
Once this is done you may proceed with the rest of the instructions in this document.
If you are unsure with any aspect of the NOS build or configuration consult your

Windows administrator for help with this. The screenshot below shows the deployed
Windows 2008 server with network adapters.

F,: Server Manager

=101 x|
File Action View Help
olla AIESIN 7
i Server Manager (SQLNCDE1) Server Manager (SQLNODE1)
5 Roles [ ————————— .S BB EE:::::: : B FRRL
i| Features
% Diagnostice Get an overview of the status of this server, perform top management tasks, and add or remove server
= g X 7 roles and features.
i’j Configuration .

=4 Storage

~| Server Summary E Server Summary Help

# Computer Information LEQ‘. Activate Windows

1
Full Computer SQLNODEL.TEST. com I=! Change System Pr
MName:
Domain: TEST.com
iSCSI: 10.10,10.4, IPv6 enabled
Private: 192.168.93.4, IPv6 enabled
Public: 172.168.10.4, IPv6 enabled
Remote Desktop: Disabled
Server Manager Disabled
Remote
Management:
Product ID: Mot activated

%:; Last Refresh: Today at 11:54 Configure refresh

|
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3.4

ATTACHING THE ISCSI LUNS

Once the cluster nodes have been created and networking configured we need to
start the Windows iSCSI initiator and discover the iISCSI LUNs. Open administrative
tools and double click the iISCSI Initiator. You may receive a message indicating the
service is not running and needs to be started, this is shown below. Accept this
message to continue.

MicrosoftiscsT &

The Microsoft iSCSI service is not running. The service is required to be
started for i5CSI to function correctly. To start the service now and have
the service start automatically each time the computer restarts, didk the Yes
button.

Yes Mo

With the service now started the following dialog should appear. Enter the NAS VM IP
address and click “Quick connect”.

You may even use IPsec for secure communications. Most importantly your iSCSI
traffic should pass over a private, segregated network (much like the VMWare
Vmotion network).

iSCsI Initiator Properties x|

Targets IDismvery I Favorite Targets I Volumes and Devices | RADIUS | Configuration |
rQuick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Target: 10.10,10.2 Quick Connect. .. |
Discovered targets
Refresh |

Mame | Status |

To connect using advanced options, select a target and then B |
dick Connect. —

To completely disconnect a target, select the target and . |
then dick Disconnect. —

For target properties, induding configuration of sessions, Propetties. .. |
select the target and dick Properties. —

For configuration of devices assodated with a target, select Dewices... |
the target and then dick Devices. =

More about basic iSCSI connections and targets

oK I Cancel Apply
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The quick connect dialog opens as shown below. Click each target and then click
connect. When all targets are connected, click “Done”.

5I

Targets that are available for connection at the IP address or DMS name that you
provided are listed below. If multiple targets are available, you need to connect
to each target individually.

Connections made here will be added to the list of Favorite Targets and an attempt
to restore them will be made every time this computer restarts.

r Discovered targets
Mame Status
ign. 2007-09.jp.ne.peach.istgt:Quorum Inactive
ign. 2007-09.jp.ne.peach.istgt:SQLBak Inactive
ign. 2007-09.jp.ne.peach.istgt:5QLData Inactive
ign. 2007-09.jp.ne.peach.istgt:50LLog Inactive
—Progress report

There are multiple Targets discovered.Please select a single Target for Login
using Quick Connect,

Connect | Dane |

All targets connected!

iSCSI Initiator Properties x|

Targets IDiSCO\-'EI’Y I Favorite Targets | Volumes and Devices | RADIUS | Configuration I

r Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Target: Quick Conmect, ., I

r Discovered targets

Refresh |
MName Status |
ign. 2007-09.jp.ne. peach.istat:Quorum Connected
ign. 2007-09.jp.ne. peach.istgt:SQLBak Connected
ign. 2007-09.jp.ne.peach.istgt:5QLData Connected

ign. 2007-09.jp.ne.peach.istg 0g Connected

To connect using advanced options, select a target and then Conmiect |
dick Connect. —

To completely disconnect a target, select the target and i SCERNIECE |
then dick Disconnect. —

For target properties, induding configuration of sessions, Properties... |
select the target and dick Properties, =

For configuration of devices assodated with a target, select oo |
the target and then dick Devices. =
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Go to the “Volumes and devices” tab and click “Auto configure” then click “OK”

iSCSI Initiator Properties x|
Targets | Discovery | Favorite Targets  Volumes and Devices IRADIUS | Configuration |

If & program or service uses a particular volume or device, add that volume or device to
the list below, or dick Auto Configure to have the ISCSI initiator service automatically
configure all available devices.

This will bind the volume or device so that on system restart it is more readily available
for use by the program or service. This is only effective if the assodated target is on
the Favorite Targets List.

Volume List:

Volume fmount point/device |
\\?\scsi#diskBven_freebsd@prod_iscsi_disk# 1&1c121344808000000#{53f56307-b6b...
\\\scsizdiskven_freebsd@prod_iscsi_disk# 1&1c121344808000100:£{53f56307-b6b. ..
\\\scsi#disk&ven_freebsd@prod_iscsi_disk#1&1c121344808000200:£{53f55307-b6b. ..
\W?\scsizdiskfven_freebsd&prod_iscsi_disk# 181c1213448080003002{53f55307-bsb. ..

To automatically configure all available devices, dick Auto Auto Configure
Configure.

To add a spedific device, dick Add. Add...

To remove a device, select the device and then dick Remove |
Remowve.
To immediately remove all devices, dick Clear. Clear |

More about Yolumes and Devices

oK | Cancel | Apply |

If you now open disk management you will see the following, notice the disks are
offline and unknown!

F,, Server Manager ;lﬂl il
File Acton View Help
&= 2wl \
Fi Server Manager (SQLNODE1) Disk Management V. List + Graphic: | Actions
= Roles i
% Features Volume Layout | Type | File System I Status sk Management -
B Dicgrostics ™~ | Simple  Basic NTFS Healthy (Boot, Page Fie, More Actions ,
ffr" Configuration (=% GRMSXVOL_EN_DVD (D:) Simple Basic UDF Healthy (Primary Partition
= &" Storage _wSystem Reserved Simple Basic NTFS Healthy (System, Active,
@ Windows Server Backup
(=% Disk Management
1 | o
L_=Disk 0 Il
Basic System Reser || (C)
15.00 GB 100 MB NTFS 14.90 GB NTFS
Online Healthy (System, |{Healthy (Boot, Page File, Crash Dump,
aiDisk 1
Unknown
SODIME 500 MB
Offline i Unallocated
telp
“aDisk 2
Unknown
6.84GB 6.84GB
Offfine . § Unallocated
Help
“TDisk 3
Unknown
B8.79GB 8.79GB =
Offline i Unallocated
Help
“i/Disk 4
Unknown
293GB 2.93GB
Offiine i Unallocated
Help =
M Unallocated [l Primary partition
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Right click each disk and select “Online”. Once all disks are online, right click any disk
again and select “Initialise”. The wizard will initialise all drives found online.

rs

_=Disk 0 —
Basic System Reser (c)

15.00 GB 100 MB NTFS 14.90 GE NTFS

Onling Healthy (System, | |Healthy (Boot, Page File, Crash Dump,
“TDisk 1

Unknown

500 MB 500 MB

Mot Initialized Unallocated

7 Disk 2

Unknown

6.84 GB 5.84 GB

Mot Initialized Unallocated

“FDisk 3

Unknown

8.79 GB 8.79 GB =
Mot Initialized Unallocated

T Disk 4

Unkniowr o

2.93GB mine

DFH'.TE Properties ted

x

B Unall  Hebp _{

And Initialise

x
You must intialize a disk before Logical Disk Manager can access it K
Select disks: 5

[w: Disk: 1 :
Disle 2

Disk 3
Disk 4

I Ta
| I—

Usge the following partition style for the selected disks:

* MER (Master Boot Record)
" GPT (GUID Partition Table)

Mote: The GPT partition style is not recognized by all previous versions of
Windows. It iz recommended for disks largerthan 2TB, or disks used on

tanium-based computers.
QK I Cancel

“7iDisk 3

Unknown

8.79 GB 8.79GB e
Mot Initislized Unallocated

7 Disk 4

Unknown

2.93GB 2.93GB

Mot Initialized | Inallnrated
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Create your disk partitions in the usual manner. All disks online and formatted!

L Disk 0

Basic System Reser || (C:)

15.00 GB 100 MB NTFS 14,90 GB MTFS

Online Healthy (System, | |Healthy (Boot, Page File, Crash Dump,
L_uDisk 1

Basic Quorum {Q:)

499 MB 497 MB NTFS

Online Healthy (Primary Partition)

L_uDisk 2

Basic sQLBak (V:)

6.83GB 6.83 GB NTFS

Online Healthy (Primary Partition)

L_uDisk 3

Basic sQLData (R:) |
8.79GB 3.79 GB NTFS

Online Healthy (Primary Partition)

L Disk 4

Basic SQL Logs (T:)

2.93GB 2.93 GB NTFS

Online Healthy {Primary Partition)

-

B Unallocated [J] Primary partition —1
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3.5 INSTALLING THE WINDOWS 2008 CLUSTER

The Windows 2008 cluster may now be verified\created, but first we need to enable
this feature in Windows 2008 feature manager. Click “Add features” to continue,

E: Server Manager

_{ol x|
File Acton View Help

&= ]

3—5 Server Manager (SQLNODE1)

= Roles

5

m Diagnostics

jﬂ Configuration

El (25 Storage
@ Windows Server Badwp
1= Disk Management

a View the status of features installed on this server and add or remove features.

“| Features Summary Features Summary Help

~| Features: 0 of 42installed gﬂ Add Features

ﬂ Remove Features

3:; Last Refresh: Today at 12:16 Configure refresh

|
sl [, & )

- 12:16
AR U o

Select the Failover Clustering checkbox and click “Next”.

Add Features Wizard

—

= Select Features

I
f}smn”@ E| u:—,!J E|

[] Background Inteligent Transfer Service (BITS)
[] BitLocker Drive Encryption
["] BranchCache
D Connection Manager Administration Kit
["] Desktop Experience
|:| DirectAccess Management Console
Failover Clustering <

Features Select one or more features to install on this server.

Confirmation Features: Description:

Progress ] .NET Framework 3.5. 1 Features = Eailover Clusteringallows multiple
Results

servers to work togetherto provide
high availability of services and
applications. Failaver Clustering is
oftenused forfile and print services,
database andmail applications.

D Group Policy Management
[] Ink and Handwriting Services
[ Internet Printing Client
D Internet Storage Name Server
["] LPR Port Monitor
[] Message Queving
[ Multipath 1/0
[ Metwork Load Balancng
[] Peer Name Resolution Protocol
[ quality Windows Audio Video Experience
|:| Remote Assistance
["] Remote Differential Comoression

|

| o

More about features

< Previous | Mext = I

Install | Cancel |
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Click “Install” to proceed.

[ Add Features Wizard x|
|E i Confirm Installation Selections
= L - I

Features 1

Toinstall the following roles, role services, or features, dick Instal.
Confirmation ®
Linformational me: e below
Progress ==
Results @ This server might need to be restarted after the installation completes.

Failover Clustering

Print, e-mail, or save this information

< Previous Next = | Install I Cancel |

. 12:17
AW G propie M

I
f}smﬂ”@ E|\_.E;J E|

Review any errors or warnings and click “Close” once the installation finishes.

Add Features Wizard x|

[
{ @ Installation Results

—

Features
The following roles, role services, or features were installed successfully:

Confirmation

1. 1warning message below
Progress o
Results 1, Windows automatic updating is not enabled. To ensure that your newly-nstalled role or feature is

~ automatically updated, turn on Windows Update in Control Panel,

Failover Clustering '@' Installation succeeded

Print, e-mail, or save the installation report

< Previous MEXE = | Close I Cancel |

Ry

I
L‘-smrt||£ E|u5j l':r|
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Open Failover Cluster manager from the Administrative Tools menu.

&

ab
[

_{Blx]
(7]

Find

Replace

Select all

Editing
b 154 1160 1 0170 1 118"

& isCSIInitiator

[Manages Windows Failover Clusters]'

= Local Security Pomcy
@ Performance Monitor

administrator
= Security Configuration Wizard
Documents i Server Manager
Computer ‘32| Share and Storage Management
T % Storage Explorer
System Configuration
Control Panel () Task Schecter
ﬂ Windows Firewall with Advanced Security
Devices and Printers (3] Windows Memory Diagnostic
E Windows PowerShell Modules
Administrative Te @ Windows Server Backup
Help and Support

» All Programs

I Search programs and files

=

=

[g] Log off >|

4 alaB

oo —F—®

Select the option to create a cluster.

EE‘E Failover Cluster Manager

" 12:19
ARG e =

=

: -
Failover Cluster Manager

ilj' Create failover clusters, validate hardware for potential failover clusters, and perft
/) % configuration

changes to your failover clusters.

|-_Qverview

Afailover clusteris a set of independent computers that work together to increase the
availabilty of services and applications. The clustered servers (called nodes) are conr
physical cables and by software. f one of the nodes fails, another node begins to prot
services (a process known as failover).

mtianagement

To begin to use faillover clusterng, first validate your hardware configuration, then cre
cluster. Afterthese steps are complete, you can manage the cluster. Managing a clu
include migrating services and applications to it from a cluster running Windows Serve
Windows Server 2008, or Windows Server 2008 R2.

Validate a Corfiguration...

Create a Cluster.. ﬂ Creating a falover cluster ¢

Manage a Cluster... ﬂ Managing a failover cluste:

ﬂ Migrating services and app

4]

[ Understanding cluster valic |

Actions

Failover Cluster M... &

B |

Validate a Confi...
Create a Cluster...
Manage a Cluste...
View »
Properties

Help

|
o &la] 5 T
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Review the beginning notes and click “Next”.

55? Create Cluster Wizard x|

ﬁi Before You Begin
3N

This wizard creates a cluster, which is a set of servers that work together to increase the availability of
clustered services and applications.  one of the servers fails, another server begins hosting the clustered
services and applications (@ process known as failover).

Select Servers

Validation Waming
Before you run this wizard, we strongly recommend that you run the Validate a Corfiguration wizard to

Access Point for ensure that your hardware and hardware settings are compatible with failover clustering.

Administering the

Cluster Microsoft supports a cluster solution only if the complete configuration (servers, network, and storage) can

Confimmziion pass all tests in the Validate a Corfiguration wizard. In addition, all hardware components in the cluster
solution must be "Certified for Windows Server 2008 R2".

Creating Mew Cluster
You must be a local administrator on each of the servers you want to include in the cluster.

Summary
To continue, click Next.

Mare about Microsoft support of cluster solutions that have passed validation tests
Mare about the name and IP address information needed for a new cluster

™ Do not show this page again

MNext = Cancel

Select the server(s) to include in the cluster

E¥ Create Cluster Wizard x|

?%i Select Servers
EE b

Before You Begin Add the names of all the servers that you want to have in the cluster. You must add at least one server.

Validation Waming

E

Access Point for Enter server name: || Brow:
Administering the
Cluster Selected servers: sqinode 1 test com Add

Confimation
Remove |

Creating Mew Cluster

Summary

< Previous | Mext > I Cancel
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Review the validation warning. Select the radio button shown below and click “Next”.

558 Failover Cluster Manager - 10] x|
File Acton View Help
@ $ | Create Cluster Wizard x|
E ] Failove
453 Validation Warnin
ey o PR
onifi,
" ster..
Before You Begin 3 Forthe servers you selected for this cluster, the reports from cluster configuration validation tests
Select S l') appear to be missing orincomplete. Microsoft supports a cluster solution only  the complete uste...
~  corfiguration {servers, network and storage) can pass all the tests in the Validate a Corfiguration
Validation Waming wizard. »
Access Point for Do you want to run configuration validation tests before continuing?
Administering the
Cluster
Confirmation
Creating New Clust
S I Yes. When | click Next. run configuration validation tests, and then retum to the process of creating
Summary the cluster.
Mo. | do not require support from Microsoft for this cluster, and therefore do not want to run the:
validation tests. When | click Next, continue creating the cluster.
More about Microsoft support of cluster solutions that have passed validation tests
< Previous I Meat > I Cancel |
B |
= o E = f
f}smrt| %|E|wgﬂj \;,|$ Pp%(blmzmm-

Click “Next” to start the cluster validation wizard. This is required to be eligible for

Microsoft support if it is ever needed.

EEE Failover Cluster Manager
File Acton WView Help

Testing Options

Confimmation
Validating

Summary

& | [ i validate a Configuration Wizard x|

E‘ Failove %ﬁ Before You Begin

o [=1 3]

onfi,
This wizard runs validation tests to determine whether this configuration of servers and attached storage is ster...
set up comectly to support faillover. A cluster solution is supported by Microsoft only if the complete
corfiguration (servers, network, and storage) passes all tests in this wizard. In addition, all hardware uste...

components in the cluster solution must be "Certified for Windows Server 2008 R2".

If you wart to validate a set of unclustered servers, you need to know the names of the servers.
Important : the storage connected to the selected servers will be unavailable during validation tests.

If you wart to validate an existing failover cluster, you need to know the name of the cluster or one of itz
nodes.

You must be a local administrator on each of the servers you want to validate.

To continue, click Next.

More about preparing your hardware for validation
More about cluster validation tests

" Do not show this page again

Next > Cancel |

[ I ol

f‘start| %|E|FLJ '

r% PG g
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Select the option to “Run all tests”. This will thoroughly test all storage, networks,
operating system, etc.

% Failover Cluster Manager

File Acton View Help

Before You Begin

Corfirmation
Validating

Summary

o =[]

FEN=Y | [ K validate a Configuration Wizard

e -
% Failove J?? Testing Options
Ed

Choose between running all tests or running selected tests.
The tests include Inventory tasks, Metwork tests, Storage tests, and System Configuration tests.

Microsoft supports a cluster solution only if the complete corfiguration (servers, network, and storage) can
pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certified
for Windows Server 2008 R2".

% Run all tests recommended)

" Run only tests | select

More about cluster validation tests

< Previous | Next = Cancel

onfi...
ster...

uste...

[« I Il

o] Bl &5 O

Click “Next” to start validation

% Failover Cluster Manager

File Acton View Help

Before You Begin
Testing Options

Corfirmation

Validating

Summary

. 1223
G IO

—loj x|

@ $ | I K% validate a Configuration Wizard

=L Feiove ﬁ Confirmation
i 7

You are ready to start validation.
Please confim that the following settings are comect:

Servers to Test

sglnodel.test.com

Tests Selected by the User Category

List BIOS Information Inventory

List Environment Variables Inventory

List Fibre Channel Host Bus Adapters Inventory

List iSCSI Host Bus Adapters Inventory ﬂ
To continue, click MNext.
More about cluster validation tests

< Previous | Next = Cancel I

[« I ol

|
=Gl

5 |
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Once validation has completed you may review the report. When you have finished

click “Finish”.

ﬁ Failover Cluster Manager

File —Acton View Help

@ $ ” E,-Eéi Validate a Configuration Wizard

%a S|
Failove Jﬁ Summary

Summary

Node:

-
aﬂlnventory

To view the report created by the wizard, click View Report.
To close this wizard, click Finish.

=qlnodel.test.com

Mare about cluster validation tests

onfi
Before You Begin Testing has completed successfully and the configuration is suitable for clustering. ster..
Testing Options uste. .
Corfirmation »
Validating

Failover Cluster Validation Report 5

View Report...

[ |

)

o] Bl 63| 5 O

o 1229
AW B e =

If you have any failures you must remediate these before you may continue.
The cluster installation will now continue if the tests were successful. Supply a unique

cluster name and IP address and then click “Next”.

ﬁ Failover Cluster Manager

File  Acton View Help

a= | Create Cluster Wizard

Eﬂ Failove
Jﬁ‘ Access Point for Administering the Cluster
#
Before You Begin Type the name you want to use when administering the cluster.

Cluster Name: S-DEALD1

sure the network is selected, and then type an address.

Creating Mew Cluster

One or more |Pv4 addresses could not be configured automatically. For each network to be used, make

Networks
Summary

v 172.168.10.0/24 172 . 168 . 10

Mare about the administrative Access Point for a cluster

< Previous | Nexdt > I

Cancel |

L |

o

o] B &35 OB
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Click “Next” to confirm the details.

5E Failover Cluster Manager

File Action View Help

Creating Mew Cluster

Summary

To continue, click Next.

_{ol x|
&= | Create Cluster Wizard x|
gﬁ Failove
4374 Confirmation
w P
onfi...
. ster..
Before You Begin You are ready to create a cluster.
5 5 The wizard will create your cluster with the following settings: uste...
»
Cluster: S-DBA-CO1 ﬂ
Node: =sqlnodel.test.com
Corfirmation IP Address: 172.168.10.30

<Previous |[ Net> |  Cancel |

L

|

e - 1> Al Y

The cluster configuration starts.

5E Failover Cluster Manager
File Action View Help

n 12:31
A > Oy 17022010 B

e
$ $ | Create Cluster Wizard

gﬁ Failove

Jﬁ‘ Creating New Cluster
n

Select Servers

Access Point for
Administering the
Cluster

Confirmation

Creating Mew

Summary

Before You Begin Please wait while the cluster is configured.

Mk
|x

onfi...

uste...

Bringing resource group ‘Cluster Group' online.

L

o] Al 5 0%

Page 47 of 73




Creating a 2 node SQL Server 2008 Cluster Configuration using Windows 2008 MSCS v1.0

Once the wizard completes you may review the report and finally click “Finish”.

Note the Quorum type used by Windows 2008 MSCS. We will change this later for our
2 node cluster.

% Failover Cluster Manager = | Ellil
File —Action View Help
T
@ $ | Create Cluster Wizard x|
g ! Failove e
Summary fri=—=]
onfi...
Before You Begin *fou have successfully completed the Create Cluster Wizard ster....
Select Servers uste...
Access Point for 4
Administering the "
Cluster
Create Cluster
Confirmation
Creating New Cluster
Node: =qlnodel.test.com
Quorum: MNode Majority
IP Address: 172.168.10.30 j
To view the report created by the wizard, click View Report
To doss this wizard, cick Firish Rievibnnts

,
L | Sl

vee| A @] o B[ PR E G m

Change the networks names to match their intended use. Check the properties of
each and set the network usage. The Public should allow cluster and public
communications. The Private should allow cluster communication only and the iSCSI
should allow no cluster or public communications.

% Failover Cluster Manager - |D|l|
File Action View Help
&= A
% F_a_ilcver Cluster Manager Cluster Network 1 Actions
=) &5 5-DBA-COL.TEST.com
[5} Services and applications -7 Summary of Cluster Network 1 -
= Eﬁ Modes 7 Show the critical. ..
a SOLNODEL Cluster Network 1 has 1 subnetis).
= View 4
L Storage Subnets-
B 53 Networks Status: Up - Rename
‘iﬁ oo Cluster Use: Enabled 172.168.10.0/24 (IPv4) ‘fﬁ o
” -13 Cluster Network 2 |G| Refre
.iﬂ Cluster Metwork 3 B Properties
Cluster Events
Help
[ [ G orer
Network Connections Show the critical..
B SQLNODET -Public (%) Up SQLNODET Help
| | |

L 7start &‘_r E w;;]li‘f% A [ O 1?,:(1122:,-‘3212110-
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We have no Storage so add the disks now by clicking “Add a disk”.

L L T r——— =10l =l
File Acton View Help
ke A il 7
g =
[ e o Actons
Bl &4 5-DBA-COLTEST.com Storage -
% Services and applications ~  Summary of Storage ™
= (51 Nodes L. 1?1' 5 Add a disk
| SQLNODE1 View »
{_& Storage- Total C ity- Available C
& (53 Networks No disks Total: 0 Bytes Total: 0 Bytes |G Refresh
i Public No disks available Free Space: 0 Bytes Free Space: 0Btes | A1 el
4 iscs No disks in use Percent Fres: 0% Percent Free: 0%
&3 Private
Cluster Events
Disk | Status | Cument Owner
Mo storage exists in this cluster
1 | i
This action enables you to add a disk to the duster. [ [

a 12:41
A D eomn M

=ECIE

Our disks appear in the selection screen, ensure they are all checked and click “OK”.

55.,5 Failover Cluster Manager - ||:||1|
Fie Action View Help YT Sy x|

$$| ﬁ' ﬂ Select the disk or disks that you want to add.
Eﬁ Failover Cluster Manager I Actions

) & SDBACOLTEST.com | Available disks: Storage -
= Services and applica
E§Nodes el Resource Name | Disk Info | Capacity | Signature/G... | 5 Add a disk
ﬂ SQLNODEL = (Cluster Disk 1 Disk 10on node SQLNODET 500 MB 504724616
-LE e = (Cluster Disk 2 Disk 2 on node SQLNODE1 6.84 GB 504724615 View 4
= —\iﬂ Networks @ Cluster Disk 3 Disk 3 on node SQLNODE1 873 GB 904724618 Y 6| Refresh
& Public = (Cluster Disk 4 Disk 4 on node SQLNODET 293 GB 504724621
5 iscsr H e
&3 Private

£4| Cluster Events

This action enables you to add a disk to the duster. [ [

o % &3] J|% B G
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Now that the disks are added to the cluster storage we can start to re configure the
Quorum settings to use a disk instead of a majority node set share. Select\highlight

the cluster in Failover Cluster Manager then select “Action” > “More Actions” >

“Configure Cluster Quorum Settings”.

ﬁ Failover Cluster Manager ;IEILI
File Acton View Help
® | 2[m|
?__5;; F_ailover Cluster Manager Storage R t Cluster Events: Actions
E £ 5-DBA-COLTEST.com N | p— >
@ Services and applications ~  Summary of Storage
5 [ Nodes ~ 9 Add a disk
7 sQNODE1 = View N
ca Storage Storage: Total Capacity- Available C
Bl [ Networks 4 Total Disks - 4 online Total: 19.03 GB Total: 19.03 GB |G Refresh
& Public 4 Available Disks-4online  Free Space: 18.83 GB Free Space: 18.83 GE Help
% E(':Slhe No disks in use: Percent Free: 98.9% Percert Free: 38.9%
riva .
g@! Bring this resour. ..
Disk | Status. | Cument Owner ﬁ Take this resour...
Avilable Storage = Change drive let...
(&1 Cluster Disk 1 © Orline SQLNCODE1T i show the critical...
(=8 Cluster Disk 2 @ Online SGLNODET -
3 Cluster Disk 3 (®) Orline SQLNODE1 E=] show Dependen...
il Cluster Disk 4 (#) Online SQLNODE1 More Actions... »
K Delete
D Properties
Help
4] | i
3 == || = . 12:44
owd B @3] S[F F PG e

The wizard starts as shown below, review the screen and click “Next” to continue.

Essﬁ Configure Cluster Quorum Wizard

Jefore You Begin

Before You Begin

%]

This wizard guides you through corfiguration of the quorum for a failover cluster. The quorum
corfiguration determines the point at which too many failures of cerain cluster elements will stop the

Select Quorum
Configuration

Confirmation

Configure Cluster
Quorum Settings

Summary

cluster from running. The relevant cluster elements are the nodes and, in some quorum corfigurations, a
disk witness (which contains a copy of the cluster configuration) or file share witness. A majority of these
elements must remain online and in communication, or the cluster “loses quorum™ and must stop running.

Maote that full function of a cluster depends net just on quorum, but on the capacity of each node to
support the services and applications that fail over to that node. For example, a cluster that has five nodes
could still have quorum after two nodes fail, but each remaining cluster node would continue serving
clients only f it had enough capacity to support the services and applications that failed overto it.

Important: Run this wizard only if you have detemined that you need to change the quorum configuration
for your cluster. When you create a cluster, the cluster software automatically chooses the quorum
corfiguration that will provide the highest availability for your cluster.

To continue, click Next.

Maore sbout guorum configurations
™ Do not show this page again

Nexd > Cancel
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Select the option below for our virtual 2 node cluster and click “Next”.

For clusters of 3 nodes or more you should use the majority node set. For more
information on majority node sets check the online Technet documentation.

'_ Failover Cluster Manager - x
R Failover Cl O
File Action View Help
4= $ | K Configure Cluster Quorum Wizard =
— . ) —
E| ff.!_los": ??I Select Quorum Configuration
== N
= e PT- = oy
B &
... Before You Begin Read the descriptions and then select a quorum configuration for your cluster. The recommendations are
= based on providing the highest availability for your cluster.
= if Juorum
orfiguration

" Mode Majority {recommended for your cument number of nodes)
Can sustain failures of 0 node(s).

Select Storage
Resource

Confimation

Configure Cluster
Quorum Settings

Summary

" Mode and Disk Majority (not recommended for your cument number of nodes)

Can sustain failures of 0 node(s) with the disk witness online.
Can sustain failures of 0 node(s) if the disk witness goes offline or fails.

" Mode and File Share Majority for clusters with special configurations)

Can sustain failures of 0 node(s) if the file share witness remains available.
Can sustain failures of 0 node(s) if the file share witness becomes unavailable.

¥ No Majority: Disk Only {not recommended)

Can sustain failures of all nodes except 1. Cannot sustain a failure of the quorum disk. This
configuration is not recommended because the disk is a single point of failure.

More about guorum configurations

< Previous | Nexdt > I

Cancel |

[« I Dl

12:46
17/02/2010 =

Select the storage resource to use for the Quorum drive and click “Next”.

55 Failover Cluster Manager

=10 ]

File Acton View Help
@ $ | FEEEConfigure Cluster Quorum Wizard

&t Failove
351

i

%?I Select Storage Resource
3=

o
i

|

L |

.. Before You Begin

=
<. Select Quorum
BE Configuration

Select the storage volume that you want to assign as the quorum resource.

Name Statu Location _
S Clust © Oriline Available Storage

Confirmation

[0 ® =& Cluster Disk 2 @ Online SQLNODEY Available Storage

Configure Cluster

Quorum Settings [0 ® & Cluster Disk 3 @ Online SQLNODET Available Storage L »
[0 ® & Cluster Disk 4 @ Online SQLNODET Available Storage
Summary »
< Previous I Mex = Cancel | ...
[« ] o —— =
| | |
3 == |[=a || /= . 12:47
QS“'“| % E| = |’% .:\,l A e =
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Review the confirmation screen and click “Next”.

55X Failover Cluster Manager

=100

File Acton View Help

FEEE Configure Cluster Quorum Wizard

o=
EE Confirmation

J Failow
' i1

A

EEr

=]

By

Before You Begin
Select Quorum

*You are ready to corfigure the quorum settings of the cluster.

Quorum Configuration: No Majority

Select Storage
Resource Storage: Cluster Disk 1

| Corfimation

Your cluster guorum configuration will be changed to the configuration shown
Configure Cluster above.

Quorum Settings

Summary

To continue, click Next.

[ |

o - Y 1S Y

Cluster reconfiguration progress!

& Failover Cluster Manager

=10 ]

File —Acton View Help
PR 5 Confi [
4= $ | _Eﬁ Configure Cluster Quorum Wizard

E]
=

g

J- : Configure Cluster Quorum Settings

=]

Failove
Egst
B
- Before You Begin Please wait whils the quorum settings are corfigured.

e
5. Select Quorum
B Configuration

Select Storage
Resource

Corfirmation

Summary

Attempting No Majority quorum configuration with 'Cluster Disk 1",

Cancel | t...
[ | ] .=
| | |
psael A gy DS E AR e, B
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Finally click “Finish” to complete the re configuration.

555 Failover Cluster Manager — |EI|5|
File  Action View Help
4= = | ¥ Configure Cluster Quorum Wizard x|
J Failove
= % % Summary m -
S|
= Before You Begin You have successfully configured the quorum settings for the cluster.
g 5. Select Quorum
= Configuration
Select Storage ﬂ
Resource H H
. Configure Cluster Quorum Settings
4| Corfirmation
Conrfigure Cluster
Quorum Settings Quorum Configuration: No Majority k.. b

Summary Storage: Cluster Disk 1 »

To view the report created by the wizard, click View Report.
To close this wizard, click Finish. 4““ PN

[« | > =

|
o] & &% O

Disk 1 (Q drive) now set as the Quorum witness resource.

555 Failover Cluster Manager - ||:||5|
File  Action View Help

Lo M= ol 2 1]

— =
% _F_a_llover Cluster Manager Storage Recent Cluster Events: 4 Actions
(=) & 5DBA-COLTEST.com Storage -

Services and applications =
=] E Modes - .-l Summary of Stomge o Add 3 disk
~ = SQLNODEL = view N
= Storage: Total Capacity: Available Capacity:
El L4 Networks 4 Total Disks - 4 online Total: 19.03 GB Total: 18.55 GB |G Refresh
& Pubic 3 Available Disks - 3online  Free Space: 18.82GB Free Space: 1837GB | [ e
& iscst 1In Use Disks - 1 orline Percent Free: 98.9% Percent Free: 99.1%
5 Private

[3] Clster Events ki —

@ Bring this resour...
Disk: | Status | Cument Owner @ Take this resour...
Dizk Witness in Quonm @ Change drive let...
i Cluster Disk 1 (%) Online: SQLNODET Show the critical...
Available Storage == Show Dependen...
(& Cluster Disk 2 @ Online SGLNODET More Actions... >
(8 Cluster Disk 3 @ Online SGLNODET D Properties
(= Cluster Disk 4 @ Online SQLNODE1

ﬂ Help

Kl | ©

fl’stnrt| %% E|J_E;]IE A [ 1?,-;22:.-‘42?110-
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3.6 CREATE THE MICROSOFT DISTRIBUTED TRANSACTION COORDINATOR

RESOURCE

Next we need to create a cluster resource and group for the Distributed Transaction

Coordinator service. This action is now wizard driven in Windows 2008 MSCS. In Failover

Cluster Manager right click ‘Services and applications’

5 Failover Cluster Manager (=l

File —Action View Help

o Ml ol
El Failover Cluster Manager Services and applications Recent Cluster Events: 1 || Laiiils
El 54 5-DBA-COL.TEST.com Services and appli.. «
- errT— [Corstome Tase:

- E;j Nodes Configure a Service or Application... F | Type &9 Configure a Ser
- £ SQNODEL Virtual Machines.. 4 Virtual Machines... »
- ‘3—; i?tl:(?reks More Actians.... » [iere are no services and applications in the cluster More Actions »
5 iscst
= Wi 3
5 Private iew View 3
& Public Refresh |a Refresh
Cluster Events
Help Help
Status: Auto Start: Preferred Owr
Alerts Storage Current Owne
Client Access Name: Capacity: Other Resoun
IP Addresses:
«| | |

I'I'his action enables you to select a service or application that you can configure for high availability. | |

e & & )% O PG i,

Review the following screen and click “Next”.

25 Failover Cluster Manager (ol
File —Action View Help
5 tigh Availability Wizard x|
[ oy I Before You Begin [
. ﬁj% = ‘ )p'li... -
= ‘5 BEr..

B Esfore You Begin This wizard configures high availability for a service or application. After you successfully complete this nes... »

| et Senice wizard, if a clustered server fails while running the service or application, another clustered server
=R Application automatically resumes the service or application (a process known as failover). If the service or application . »
itseff fails. it can be automatically restarted. either on the same server or on another server in the cluster,
depending on options that you specify. »
. If you want to cluster a complex application such as a mail server or database application, see that
@ application’s documentation for information about the comect way to install it.

More about how clients access a clustered service or application
Mare sbout services and applications you can configure for high availabili

™ Do not show this page again

[l I ]
| | |

el B & [ O
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Select the “Distributed Transaction Coordinator” and click “Next”.

555 Failover Cluster Manager = | Ellll
File Acton View Help
54 High Availability Wizard x|
?q _ —
.F.a_'l‘:; ﬁ Select Service or Application
B E- F ph.. &
= _3 ber,
.. Before You Begin Select the service or application that you want to configure for high availability: nes... P
= o n
=RE »
Cliert Access Poirt -CL DFS Mamespace Server = | Description: »
I\ DHCP §
Select Storage i — er T ———— DTC supports distribuied applications
E [ Distributed Transaction Coordinator (DTC) that ::fo(;n;nd m&m
- Corfirmati 3 iza L as
crmEen j’ File Se.nter e updates to databases, that either
Configure High 3 Generic Application succeed or fail as a unit.
Availability = Generic Script
o [} Generic Service
c— Intemet Storage Mame Service (SNS) Server
o )
£ Message Queuing
B vt S = |
More about services and applications you can configure for high availabili
< Previous I Mexd > I Cancel I

K I »l]

| | |
o] B & S[% B

2B G gmmn

Supply a unique network name and IP address and click “Next”.

5§5 Failover Cluster Manager - | |:||1|
File Acton View Help
B8 High Availability Wizard x|
?4 - _ —
Faiov ﬁ Client Access Point
= % g ipli.. &
=] —5{ ber.
.. Before You Begin Type the name that clients will use when accessing this service or application: hes... B
= )
= Select Service or
B4 poplication Name- |S-DBACO1Dte b
One or more |Pv4 addresses could not be configured automatically. For each network to be used, make sure »
the network is selected, and then type an address.
. Select Storage
B
E Conffirmation
Corffigure High MNetworks: Address
Puailabili
" |54 172.168.10.0/24 172 . 168 . 10 . 38
Summany

More about how clients access a clustered service or application

<Preuious| Neaxd > I Cancel I
[] I |

| | |
o] B @ (5% B

2P G g
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Select the storage drive to use!

%55 Failover Cluster Manager -0l x|
File Help
x|
wph... ~
er.
.. Before You Begin Select the storage volume that you wart to assign to this service or application. s »
= X You can assign additional storage to this service or application after you complete this wizard.
= —ﬁ Select Service or »
Application
ekt Pocesz Pond Name | Status | »
[ = S Cluster Disk 2 (%) Orline
Volume: (V) File System: NTFS 6.83GB (99.1% free )
Confimation [0 = S Cluster Disk 3 (%) Orline
Configure High Volume: (R} File System: NTFS B879GB (39.2% free )
Availabilty [ = s Cluster Disk 4 (%) Orline
Summary Volume: (T) File System: NTFS 293GB (386% free )

< Previous | MNex > I Cancel |

[«

| ]

o] & &8 5[5 B

AP WD oo ™

Click “Next” to create the clustered service.

ﬁ Failover Cluster Manager - |EI|1|
File Acton View Help
FEp | 58 High Availability Wizard x|
% J Falov, = -
5 o ﬁ Confirmation
o E e wph.. &
S Rer,
.. Before You Begin You are ready to configure high availability for a Distributed Transaction Coordinator (DTC). nes...
= .
% Select Service or
S| Application 4
Client Access Point Storage: Cluster Disk 5 d »
SehniFoErE MNetwork Name: S-DBA-C01Dtc
@ IP Address: 172.168.10.38
rifirmation
Corfigure High
Availability
Summary

To continue, click Next.

< Previous | MNeadt = I Cancel |

[«

I ||

o] & & 5% T

2 BB amn
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Click “Finish” to complete the wizard

File

Action View Help

58 High Availability Wizard

ﬁ Summary

L

| Before You Begin

= Select Service or
= Application

Client Access Point
Select Storage
%E Confirmation

Corfigure High
Availability

Summary

% Failover Cluster Manager

o =] 5]
Xl
ph... ~
Ber.
High availabilty was successfully configured for the service or application. hes... P
»
ﬂ »
Distributed Transaction Coordinator
Storage: Cluster Disk 5
Network Name: S-DBA-C01Dtc
IP Address: 172.168.10.38
=
To view the report created by the wizard, click View Report
To close this wizard, dlick Firish. View Repot..

[

|
ee] & & 5% B

The DTC clustered service is now configured and online.

ﬁ Failover Cluster Manager

Action  View Help

g [=[ 3]

" 10:41
AW G 5000 =

&= 2= d=

% Failover Cluster Manager
El i 5-DBA-COLTEST.com

=] % Services and applications
(b 5-DBA-CO1DL

=] -_éﬂ MNodes
5 sqLmopEL

d Storage

B L33 Networks
i iscs1
& Private

-iﬂ Public

Cluster Events

MSDTC Server S-DBA-C01Ditc

Summary of S-DBA-CO1Dtc

Status: Online
Alerts: <none
Preferred Owners: <nones

Current Owner: SGLNODET

Recent Cluster Events: it

Auto Start: Yes

. f Di T Coordi
(= MSDTC-S-DBALCO1... @ Online
Disk Drives
] £ Cluster Disk 5 (#) Oniline
Volume: (Z) File System: NTFS
Kl

357 MB (325% free )

il

Actions
5-DBA-CO01Dtc -

% Bring this ser...

§ Take this ser...
@ Mave this ser...

.+ Manage M3DTC
‘5| Manage shar...
Add a shared...
Show the crit...
Add storage

Add a resource

V(LB &

%y Disable auto ...

Show Depen...
View »
Delete

Rename

X
=l
|G) Refresh
E
|2

-

o] % & J[F
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4

4.1

INSTALLING THE SQL SERVER INSTANCE.

For clarification the following terms are used;

VM is a virtual machine.

NIC is a network Interface Card.

VNIC is a virtual Network Interface Card.

DC is a Windows Domain Controller.

NOS refers to the Windows operating system.

HA is the VMWare high availability technology used by VMWare Virtual Infrastructure.
ESX is the server operating system used by host machines in the VMWare Virtual
Infrastructure.

You should have already created the user account(s) for the SQL Server services and
also the cluster Windows groups for the services. With that done it's now time to start
the installation. Launching the Setup on Node 1, Installation proceeds as shown
below.

Note: The installation process between SQL Server 2005 and SQL Server 2008 has
changed extensively.

INSTALLING THE FIRST NODE

Click Installation and then select 'New SQL Server Failover Cluster'.

%2 SOL Server Installation Center ] } =101 x|
Manning e New SQU Server stand-adlone installation or add features to an existing installation
Installation h Launch & wizard to install SQU Server 2008 in & non-clustered environment or to add features to an
existing SQL Server 2008 instance
Markenance
Tock B New SOL Server Falover duster installstion
oals 5 e &2
h Launch a wzard to mstall a sngle-node SQU Server 2008 fadover duster
Rasowrcas
if* Add node to a SQU Server fallover cluster
Advanced R N
M Launch 2 wizard to add a node to an existing SQL Server 2008 fallover duster
Options
'ﬁ’ Upgrade from SQL Server 2000 or SQU Server 2005
o e SRR - .
Launch a wzard to upgrade SQU Server 2000 or SCA Server 2005 to SQU Server 2008, Before you
upgrade, you should run the Upgrade Advisor to detect potential problems.
: Search For product updates |
Search Mcrosoft Update for SQL Server 2008 product updates
o Moserr —
stat| |3 @ | 0! | 2] pocimant - weresd [ sou server Installatio.. [979F 120
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You will eventually see the following. Click 'OK" if the checks have been successful.

The 'Product Key' screen will appear. Either select an edition or enter your valid
licence key to continue and click “Next”.
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Click 'Next' through the Licence Terms (assuming you wish to accept them). You will

be presented with the 'setup support files' install dialog as shown below.

T4 SOL Server 2008 Setup =10l x|
Setup Support Files Porimge
Clck Install to hstall Sebup Support files, To nstal or update SOL Server 2008, these files are requied,
Product Key The followng components are required for S4 Server Setup!
Ucense Terms | Feature Name | Status
Setup Support Files Setup Support Fles |
< Back I Install I Cancel
VA

Click 'Install' through this and ensure the 'Setup Support Rules' checks complete as

below.

%4 Install a SQU Server Fallover Cluster I =10l x|

Setup Support Rules

Setup Support Rules identfy peoblems that might ocour when you install SOL Server Setup supporet files. Falures must be

corrected before Setup can continue,

Setup Support Rules
Featurs Selection

Dik Space Requrements
Error and Usage Reporting
Chster Installation Rules
Ready to Irstal
Installation Frogress
Complete

Operaton completed, Passed: 20. Faded 0. Warnng 2, Skpped1,

LULLLLLLEL DL L
Hde detals << Re-run |

Yiew detasied report

Rue Status -
(& | pomain controler Passed
@ |Mcroscit NET Application Seaury Net apolcable
(D | Network binding order Passed
@7 >wm Ffe;éi 7 F;ass&'! i T
@ [ons settings (NOCE1) Passed
(& | Windows Management Instrumentation (WMI) service (NODE2) Passad
@ Chuster Remote Access (NODE2) Passed
(D | Distributed Transaction Coordinstor (MSDTC) instaled (NODEZ) Passed
(& |Remote regstry service (NODE2) Passed
& | onis settings (NODEZ) Passed

-
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If they all display the green check, click 'Next' and select the features to install.

¥ Install a SQU Server Fallover Cluster

After making your selection, click 'Next' and the 'Instance Configuration' dialog
appears as shown below.
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Supply the Instance configuration and click 'Next' to proceed to the Disk Space
Requirements.

System Drive (C:\): 672 M8 required
Shared Install Drectory (C:\Program FilesiMicrosoft SQU Server)): 469 MB required
Instance Dwectory (C:\Program FllesiMicrosoft SQU Serverl): 493 MB required

Click 'Next' and you will be prompted for the Cluster Resource Group to use for your
SQL Server 2008 Cluster.

R [Restore Down

Cluster Group | The duster group 'Cluster Group' contains resource ‘Cluster Name' of type Ne...
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Click 'Next' again and you will be prompted for the Cluster Disk Resource to use.

%4 Install a SQU Server Fallover Cluster

Cluster Disk Selection
Sedact sharad duster dsk resources for your SQU Server Fallover duster,

Setup Support Rules
Foaturs Selection
Instance Configuration

Disk Space Requirements
Chster Resource Group
Cluster Disk Selection
Chister Network Configuration
Chuster Securky Polcy

Server Configuration

Oztabase Engine Conflguration

Message

Error and Usage Repotting

The dick resource Dick Q:' cannot be used bacause it is a cluster quorum dri...

Chuster Instaliation Rues
Ready to Instal
Installation Frograss
Complate

Rafrash I

< Back Il et > I

concal |

nep |
Vi

Click 'Next' and supply the network configuration.

% Install a SQL Server Fallover Cluster

Cluster Network Configuration
Sedact ratwork resourcas foe your SOL Server Falover duster,

Setup Support Rues
Fosture Selection

Spedfy the network gettings for this Falover duster:

F | P 1pe

Instance Configuration

| Address

| Subnet Mask N

W |1pvs

Disk Space Requrements
Chister Resource Group
Chster Oisk Selection

Cluster Network Configuration
Cluster Securky Polcy

Server Configuraticn
Database Engine Configuration
Error and Usage Repoeting
Chister Instaliation Rules
Ready to Irstal

Installation Frogress

Cemrphete

[ 10.10.10.30

255.0.00
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Click 'Next' and provide the details of the previously created domain security groups.
The service account the SQL Server Services run under, must be a member of these
domain groups.

Click 'Next' through the wizard and you will see the Server Configuration dialog. Here
you provide details of the SQL Server services security context. Also set the collation
type on the 'Collation’ tab.
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Click 'Next' and supply the Database Engine Configuration, Account Provisioning...

1},m..r“|\ 3y SQL Server Fallove

I—*I
|
j[]]
1[5
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Click 'Next' and proceed to the 'Error and Usage Reporting' dialog.

| ‘ nonopnooman

do detads <<

Chuster supported for edtion
Operating system supported for edition

Windows Server 2003 FILESTREAM Hotfix Chedk.
Chuster Resource DUL Update Restart Check
FAT32 File System

SQU Server 2000 Analysis Services (64-bk) instal action
Instance name

Previous releases of Microsoft Visusl Studio 2008
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Ensure all checks complete and click 'Next' to review your summary.

— Instance ID: Instl

B Instance IDs

| L 5QLDatabase Engine: MSSQUID.INST1

L Instance Directory: C:\Program FlesiMicrosoft SQL Server|

- Shared component root drectory
MMMQW&WS@S&M

Click 'Next' and follow the installation progress. Once the installation has completed
you should see the following...
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4.2

This installs SQL Server to the first\active node, you now have to launch setup on
each cluster node you wish to participate in the SQL Server cluster.

Previously SQL Server 2005 would deploy to all nodes in the configured cluster group
and the installation progress for all nodes was viewable on the progress dialog via a
drop down list.

ADD A CLUSTER NODE

To add a node, launch setup on the node to be installed and from the Installation
menu select 'Add Node to a SQL Server Failover Cluster'. Installation proceeds in a
similar way to the new node installation. You will see the dialogs for 'Setup Support
Rules', 'Setup Support Files'. At some point after this you are required to provide the
product key, unfortunately there is a bug around this portion of the installer and the
following error may be encountered...

'The current SKU is invalid'

Although a hotfix is available, to work around this remove the default licence key and
click 'Next'. Now click 'Back' and manually type the key then click 'Next' again.
Installation should proceed without error. The node configuration should show as
follows

Note the extra SQL Instance that is previously configured.

8 Add a Fallover Cluster Node f

Restora Down

Cluster Node Configuration

Add a node to an 2xistng SQL Server Fallover duster

Setup Support Rues

Froduct Key ' —]
S Server ntance INST2 v
License Terms =L USRS [N
Cluster Node Configuration Name of this node: el
Service Accourts s
7 Instance ".w“
Error and Usage Reporting Name Neatwork Featwres Nodes

Name

Add Noda Rules !
Ready to Add Node SQLCLUSTL SQUEngne, SQL NODE1, NODEZ
Add Noda Progress INST2 SQLALLST2 SQLEngne, SQL... |NODE2

Comphkate

< Back I Next > Cancel I Hal
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Select the InstanceName for which you are adding the node to and click ‘Next' to
proceed to the Service Accounts dialog.

8 Add a Fallover Cluster Node =10} X
Minimze
Service Accounts
SpecFy the corfigur ation.
Setup Support Rues Mcrosoft recommends that you use 3 separate accounk for each SQU Server service,
Product Key Seryice | Account Name | Password Startup Type
kicenze Terms SQL Server Database Engine | TEST\saiaty eeve Manual
Chuster Node Configuration SQL Server Agent | TESTisksery Mansl
Service Accounts I
Error and Usage Reporting
A0d Noda Rules Lise the saene account For ol SOU Server servces I
Ready to Add Node
Acd Noda Progress
Comolt D‘asesermesvlbecufwedumauca}yh#wewssbhtoweabwmvcm On soma
EEOY okder Windows versions the user vl need to specfy a low pervilegs account, For more nfoemation, click
Help,
Service [ Accounk: Name | Password | Startup Type
SQL Fulktext Fiter Daemon Launcher | TESTIsgisary ‘ csse Manual
SQL Server Browser | NT AUTHORITYLOCAL SE .. | Automatic
< Back ' Nt > Carcel I Helo I

Configure the service account details and click 'Next' through the wizard past the error
and usage reporting dialog. You should see the Add Node Rules dialog as shown

below.
%8 Add a Fallover Cluster Node il L3
Restora Down
Add Node Rules

Satup & running rukss to determing F the add node process will be blocked. For more information, chck Help,

Setup Support Rues Cperation compieted, Passed: 9, Faled 0. Warmng 0. Skpped 3,

:'”"‘:” LT L LD L L]
icense Terms

Chster Node Configuration Show detals >> | Re-run
Service Accounts Vigw detaded report

Error and Usage Reporting

Add Node Rules

Ready to Add Node

Add Noda Progress

Comphate

< Back l Next > I Cancel Halp I
VA
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Click 'Next' and view the Add Node Rules. Click 'Install' to continue.
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4.3

Once installation has completed you should see the following screenshot.

8 Add a Fallover Cluster Node z | =l x

Complete

Your SQL Servar 2008 Falover duster add node operation & complets.

Setup Support Rues
Froduck Key

License Terms

Chster Nede Configuration
Service Accounts

Error and Usage Reporting
Add Noda Rules

Ready to Add Node

Add Noda Progress
Complete

Infoemation about the Setup cperabion or possible next steps:

@ Your SQU Server 2008 falover chuster add node operation is complete.

Supplemental Information:

[The follovang notes apply to this release of S04 Server only ﬂ
Microsoft Update

[For iInformation abouk how to use Microsoft Updake to identify updates for SQL Server 2008, sea the

Microzoft Updste Web ste <http!/igo. microsoft.comfudnk/TLinkld=108409> at

Ihttn: //90. microsoft comffwink/FLnkId=108409,

IRapOrting Services

Should you receive any errors, address these issues and if necessary re launch

Setup.

SO HOW WOULD | HAVE AN ACTIVE\ACTIVE CONFIGURATION?

The more astute among you would have noticed the already installed SQL instance in the
Cluster Node Configuration screenshot above. To create an active\active cluster simply
create the extra resources required on the FreeNAS VM and present them over the iSCSI
transport to the cluster nodes and add them as disk resources to Failover Cluster
Manager. Once created, launch the installation on a passive node. Install the SQL
Instance as shown above and then add nodes to the new instance. Keep the quorum
drive in the cluster group (move the group to the required node before installing your
secondary SQL instance).
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5 APPENDIX A NAMED INSTANCES & NETWORK NAMES

5.1

5.2

During SQL Server installation setup requires you to supply an instance name for the

SQL Server instance you are installing. On a non clustered system, the machine

name is the instance name prefix. A virtual network name is essentially the same as a
machine name in that it must be unique on the network.

Installations of SQL Server allow only one default instance, after that the rest must be

named.

Take the following scenarios

NON CLUSTERED

A non clustered server named \\MYSERVER has 2 SQL Server instances installed to
it. When the administrator installed SQL server they created a named instance using
the name “Instance1” and a default instance.

To log on to each instance you would use,

Default
MYSERVER
Named

MYSERVER\Instancel

CLUSTERED

A 2 node clustered system exists using the following details,

Nodel

Name = CL-01-001
IP =10.200.1.17

Windows Cluster
Name = CLU-01-001
IP=10.200.1.12
Default SQL Instance

Network Name = DB-01-011
Instance Name =

Node 2

Name = CL-01-002
IP=10.200.1.18

Named SQL Instance

Network Name = DB-01-013
Instance Name = MSUAT
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You can see the complexity added to the system as there are now more names and
IP addresses used for the same computers. In the clustered environment it is
important to remember to disregard the node names and IP addresses when
connecting to SQL Server. Everything is referenced by the Network name. In the
clustered environment the Network Name and note the machine name forms the
instance prefix.

To logon to the default instance you use

DB-01-011

To logon to the named instance you use

DB-01-013\MSUAT

Practice these by using names of your own to substitute the items above and ensure
you understand default and named instances in both clustered and non clustered
environments.
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